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Introduction

This year we’ve accepted for publication nine papers which look at event detection from different points of view.

Nine papers were regular paper submissions and one was a shared task participation report. The shared task report and seven of the regular papers were accepted on the basis of reviews, which were five per paper, performed by the program committee members.

The accepted regular papers can be grouped as i) evaluation of state-of-the-art machine learning approaches by Buyukoz et al., Olsson et al., and Piskorski, and Jacquet, ii) introduction of a new data set by Radford, iii) projects of event information collection by Osorio et al. and Papanikolaou and Papageorgiou, and iv) forecasting of political conflict by Halkia et al.

The evaluation of Buyukoz et al. and Olsson et al. show that state-of-the-art deep learning models such as BERT and ELMo (Peters et al., 2018) yield consistently higher performance than traditional ML methods such as support vector machines (SVM) on conflict and protest event data respectively. Piskorski and Jacquet have found that TF-IDF weighted character n-gram based SVM model performs better than an SVM model that facilitates pre-trained embeddings such as GLOVE (Pennington et al., 2014), BERT, and FASTTEXT (Mikolov et al., 2018) in most of the experiments on conflict data. Radford introduces the dataset Headlines of War for cross-document coreference resolution for the news headlines. The dataset consists of positive samples from Militarized Interstate Disputes dataset and negative samples from New York Times. The description of this invaluable resource accompanied with a detailed discussion of its utility and caveats. Osorio et al. introduce Hadath that is a supervised protocol for event information collection from Arabic sources. The utility of Hadath was demonstrated in processing news reported between 2012 and 2012 in Afghanistan. In the scope of the other event information collection study, Papanikolaou and Papageorgiou processed two news sources in Greek from Greece to create a database of protest events for the period between 1996 and 2014. Osorio et al. and Papanikolaou and Papageorgiou utilized fully automatic tool that integrates supervised machine learning and rule based methodologies at various degrees. Finally, Halkia et al. presents a material conflict forecasting study that facilitates the available event databases GDELT and ICEWS. Their results demonstrate that it is possible to correctly predict social upheaval using the methodology they propose, which utilizes Long-Short Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997). We have received expression of interest from 12 research teams, of which 6 teams signed the application form and received the data. Two of these teams sent their predictions on the test data. Finally, only Ors et al. submitted a paper about their work. This team reported their work as consisting of three steps. First, they use a transformer based model, which is ALBERT (Lan et al., 2020), to predict whether a pair of sentences refer to the same event or not. Later, they use these predictions as the initial scores and recalculate their scores by considering the relation of sentences in a pair with respect to other sentences. As the last step, final scores between these sentences are used to construct the clusters, starting with the pairs with the highest scores.

The variety of the submitted papers show that we could bring the ML, NLP, and social and political science communities together. Although the breadth of the topics were limited, the technical depth and timeliness of the contributions show that the workshop contribute to the discipline of automatic extraction of socio-political events. The papers about processing Arabic and Greek sources are significant contributions to the understanding of how should we handle languages other than English. Finally, the shared task ESCI demonstrated the prevalence of the event coreferences, some baselines for handling them, and a state-of-the-art system that is able to tackle this task.
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Abstract

We describe our effort on automated extraction of socio-political events from news in the scope of a workshop and a shared task we organized at Language Resources and Evaluation Conference (LREC 2020). We believe the event extraction studies in computational linguistics and social and political sciences should further support each other in order to enable large scale socio-political event information collection across sources, countries, and languages. The event consists of regular research papers and a shared task, which is about event sentence coreference identification (ESCI), tracks. All submissions were reviewed by five members of the program committee. The workshop attracted research papers related to evaluation of machine learning methodologies, language resources, material conflict forecasting, and a shared task participation report in the scope of socio-political event information collection. It has shown us the volume and variety of both the data sources and event information collection approaches related to socio-political events and the need to fill the gap between automated text processing techniques and requirements of social and political sciences.
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1. Introduction

Automatic construction of socio-political event databases has long been a challenge for the natural language processing (NLP) and social and political science communities in terms of algorithmic approaches and language resources required to develop automated tools (Chenoweth and Lewis, 2013; Weidmann and Rod, 2019; Raleigh et al., 2010). At the same time, social and political scientists have been working on creating socio-political event databases for decades using manual (Yoruk, 2012), semi-automatic (Nardulli et al., 2015), and automatic approaches (Leetaru and Schrodt, 2013; Boschee et al., 2013; Schrodt et al., 2014; Sönnmez et al., 2016). However, the results yielded by these approaches to date are either not of sufficient quality or require tremendous effort to be replicated on new data (Wang et al., 2016; Ward et al., 2013; Ettinger et al., 2017). On the one hand, manual or semi-automatic methods require high-quality human effort; on the other hand, state-of-the-art automated event detection systems are not accurate enough for their output to be used directly without human moderation.

The NLP community has achieved some consensus on the treatment of events both in terms of task definition and appropriate techniques for their detection (Pustejovsky et al., 2005; Doddington et al., 2004; Song et al., 2015; Getman et al., 2018). However, in order to be useful, these formalisms and related systems need to be adjusted or extended for each type of event in relation to certain use cases. The social and political scientists spend a similar effort for formalising event types such as (CAMEO) (Gerner et al., 2002) and implement the aforementioned systems that vary from rule-based to fully automatic approaches. Unfortunately, any new project in this line still finds itself making design decisions such as using only the heading sentences in a news article or not considering coreference information (Boschee et al., 2013) without being able to quantify their effect. Therefore, we think these communities should investigate ways of supporting each other in order to reach a consensus and enable any prospective event information collection project as robustly and predictably as possible.

Given the aforementioned limitations, there is an increasing tendency to rely on machine learning (ML) and NLP methods to deal better with the vast amount and variety of data to be processed. Consequently, we thought it was time to hold a workshop on Automated Extraction of Socio-political Events from News (AESPEN) at Language Resources and Evaluation Conference (LREC 2020). The purpose of this workshop was to inspire the emergence of innovative technological and scientific solutions in the field of event detection and event metadata extraction from news, as well as the development of evaluation metrics for socio-political event recognition. Moreover, the workshop aimed at triggering a deeper understanding of the usability of socio-political event datasets.

We organized a shared task as a continuation of the Conference and Labs of the Evaluation Forum (CLEF 2019) task ProtestNews (Hürriyetoğlu et al., 2019a; Hürriyetoğlu et al., 2019b), which was on cross-context document clas-
ification, event sentence detection, and event extraction pertaining to protest events. We aimed at establishing a benchmark for the event sentence coreference identification (ESCI) sub-task within the scope of the AESPEN workshop. The scope of this shared task was on clustering given event related sentences so that each cluster consists of sentences about the same event.

We provide details of our motivation in Section 2. Then, we introduce the ESCI shared task in Section 3. Finally, we briefly describe the accepted papers and the shared task results in Section 4. We conclude this report in section 5.

2. Motivation

Automating political event collection requires the availability of gold-standard corpora that can be used for system development and evaluation. Moreover, automated tool performances need to be reproducible and comparable. Although a tremendous effort is being spent on creating socio-political event databases such as ACLED (Raleigh et al., 2010), the Global Database of Events, Language, and Tone (GDELT) (Leetaru and Schrodt, 2013), the Mass Mobilization on Autocracies Database (MMAD) (Weidmann and Rød, 2019), the Integrated Crisis Early Warning System (ICEWS) (Bosch et al., 2013), and the Protest Dataset 30 European countries (PolDem) (Kriesi et al., 2019) we believe there is still a lot of room for improvement and harmonisation of the event schemas and tasks. This limitation causes the definition of the events and automated event information collection tool performances to be restricted to single projects. Consequently, the lack of comparable and reproducible settings hinders progress on this task.

We invited contributions from researchers in NLP, ML, and Artificial Intelligence (AI) involved in automated event data collection, as well as researchers in social and political sciences, conflict analysis and peace studies, who make use of this kind of data for their analytical work. Our goal was to enable the emergence of innovative NLP and information extraction (IE) solutions that can deal with the current stream of information, manage the risks of information overload, identify different sources and perspectives, and provide unitary and intelligible representations of the larger and long-term storylines behind news articles.

Our workshop provided a venue for discussing the creation and facilitation of language resources in the social and political sciences domain. Social and political scientists were interested in reporting and discussing the automated tools and comparing traditional coding approaches with automated tools. Computational linguists and machine learning practitioners and researchers benefited from being challenged by real-world use cases, in terms of event data extraction, representation and aggregation.

We invited work on all aspects of automated coding of socio-political events from monolingual or multilingual news sources. This includes (but is not limited to) the following topics: event metadata extraction, source bias mitigation, event data schema and representation, event information duplication detection, extracting events beyond a sentence in a document, training data collection and annotation processes, event coreference (in- and cross-document), sub-event and event subset relations, event dataset evaluation and validity metrics, event datasets quality assessments, defining, populating and facilitating event ontologies, automated tools for relevant subtasks, understanding the limits that are introduced by copyright rules and ethical concerns and ethical design.

3. Shared Task

A news article may contain one or more events that are expressed with one or more sentences. Identifying event sentences that are about the same event is necessary in order to collect event information robustly. Therefore, we should develop methods that are able to identify whether a group of sentences are about the same event. Reliable identification of this relation will enable us to determine how many events are reported in a news article as well. Moreover, solving this problem has the potential to facilitate cross-document event sentence relation identification in the long term. Therefore, we should develop methods that are able to identify whether a group of event sentences are about the same event. Consequently, we organized the ESCI shared task in the hopes of attracting attention to this problem and possibly provide a benchmark for it.

We examined our gold standard corpus that contains 1,290 events in 712 documents annotated at token level for their event information (Hürriyetoğlu et al., 2019a; Hürriyetoğlu et al., 2019b; Hürriyetoğlu et al., 2020). These datasets are the positively labelled instances of random samples and active learning based samples based on these random samples. We have observed that 60% of the news articles contain information about a single event. The remaining documents contain information about multiple events, which sums up to 45% of the total event count. Only 45% of the events are expressed with only a single sentence. Consequently, we think protest event collection systems should take these phenomena into account and introduce the ESCI shared task. As training data participants of the data challenge received event related sentences and their true clustering in a news article, in which a cluster represents all sentences about an event. This data was extracted from 404 documents. The documents that contain a single event sentence were excluded from this exercise, since there is only one possible clustering in that case. The number of events per document in the training data is 1 for 207 and 2 for 132 documents. The remaining 65 documents contain 3 or more events. The task of the participants was to develop systems that can predict grouping of the given sentences that consists of events on test data, extracted from 100 documents, and that was delivered to them one week before the deadline. The correct grouping of the test set was not shared with the participants. The evaluation metric is Adjusted Rand Index (ARI) as implemented by Scikit-learn (Hubert and Arabie, 1985). We calculated macro and micro versions of this score. The macro version calculates average of the per document scores from all of the documents independent of how many event sentences are there in each document. However, the micro score weights
per document score with the number of the event sentences in a document. We report the F1 score that is calculated similarly as well.

The event type is a protest in the scope of this task. The event we simply refer to as protest events are comprised within the scope of contentious politics. Contentious politics events refers to politically motivated collective action events which lay outside the official mechanisms of political participation associated with formal government institutions of the country in which the said action takes place. The data is shared with the researchers, who signed an application form that limits the use of the data only for research purposes, as a file that contains lines of JSON objects. Each JSON object contain all event sentences that are identified in a news article and their clustering, which is found in the event_clusters field. 

A sample JSON object is presented below. The url field is provided only as an ID. The numbers in the sentence_no correspond to sentences in the sentences field in the same order. The event_clusters field provides the correct clustering of the event sentences. For instance, below in Listing 1, the first and third sentences are about the same event. But, the second sentence is about a separate event.

Listing 1: Event sentences that are extracted from a document in the order they occur in a sentence.

```json
{}
"sentences": [
"Singh had recently blamed Advani for coming to Gujarat Chief Minister Narendra Modi’s rescue and ensured that he was not sacked, in the wake of the riots.",
"On Kandahar plane hijack issue, Singh said Advani was not speaking the truth.",
"Elaborating on the three issues, Singhvi said, The BJP gave sermons on Raj Dharma and turned a Nelson’s eye to the communal carnage, which became a big blot on the fair name of the country.",
],
"sentence_no": [4, 6, 14],
"event_clusters": [[4, 14], [6]]
}
```

We have calculated three baseline scores on the test data. First, we checked score of a dummy predictor that assigns all event sentences to a single cluster all the time, i.e., minimum cluster prediction (MinC). Second, another dummy baseline predicts as each event sentence as being in a separate cluster in a document, i.e., maximum cluster prediction (MaxC). Finally, we used BERT sentence representations (Devlin et al., 2019) to train a multilayer perceptron (MLP) model that i) first evaluates each possible sentence pair in the document, ii) then assign a positive or negative label indicating that this pair of sentences is co-referent, iii) finally using the correlation clustering algorithm (Bansal et al., 2004) we take those labeled pairs and cluster them. The scores of these methods are provided in Table 1 as MinC, MaxC, and MLP. The slightly low scores obtained from the dummy systems direct us to use the MLP system as the baseline we share with the participants. Note that the strength of the dummy baselines changes according to data distribution in test data.

Table 1: Adjusted Random Index (ARI) and F1 for each baseline system.

<table>
<thead>
<tr>
<th></th>
<th>ARI Macro</th>
<th>ARI Micro</th>
<th>F1 Macro</th>
<th>F1 Micro</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinC</td>
<td>.5000</td>
<td>.4040</td>
<td>.5000</td>
<td>.4040</td>
</tr>
<tr>
<td>MaxC</td>
<td>.1071</td>
<td>.0628</td>
<td>.4746</td>
<td>.3722</td>
</tr>
<tr>
<td>MLP</td>
<td>.5077</td>
<td>.4064</td>
<td>.5560</td>
<td>.4840</td>
</tr>
</tbody>
</table>

4. Submissions

The workshop has attracted nine papers as regular paper submissions and one as a shared task participation report. The shared task report and seven of the regular papers were accepted on the basis of the reviews, which were five per paper, performed by the program committee members. The accepted regular papers can be grouped as i) evaluation of state-of-the-art machine learning approaches by Büyüköz et al. (2020), Olsson et al. (2020), and Piskorski and Jacquet (2020), ii) introduction of a new data set by Radford (2020), iii) projects of event information collection by Osorio et al. (2020) and Papanikolaou and Payne (2020), and iv) forecasting of political conflict by Halkia et al. (2020). The evaluation of Büyüköz et al. (2020) and Olsson et al. (2020) show that state-of-the-art deep learning models such as BERT and ELMo (Peters et al., 2018) yield consistently higher performance than traditional ML methods such as support vector machines (SVM) on conflict and protest event data respectively. Piskorski and Jacquet (2020) have found that TF-IDF weighted character n-gram based SVM model performs better than an SVM model that uses pre-trained embeddings such as GLOVE (Pennington et al., 2014), BERT, and FASTTEXT (Mikolov et al., 2018) in most of the experiments on conflict data.

Radford (2020) introduces the dataset Headlines of War for cross-document coreference resolution for the news headlines. The dataset consists of positive samples from Militarized Interstate Disputes dataset and negative samples. The code for this system is available on https://github.com/alisaafaya/event-coreference, accessed on April 21, 2020.
from New York Times. The description of this invaluable resource is accompanied with a detailed discussion of its utility and caveats.

Osorio et al. (2020) introduce Hadath that is a supervised protocol for event information collection from Arabic sources. The utility of Hadath was demonstrated in processing news reports between 2012 and 2012 in Afghanistan. In the scope of the other event information collection study, Papanikolaou and Papageorgiou (2020) processed two news sources in Greek from Greece to create a database of protest events for the period between 1996 and 2014. Osorio et al and Papanikolaou and Papageorgiou utilized fully automatic tools that integrate supervised machine learning and rule based methodologies at various degrees.

Finally, Halkia et al. (2020) presents a material conflict forecasting study that exploits available event databases GDELT and ICEWS. Their results demonstrate that it is possible to correctly predict social upheaval using the methodology they propose, which utilizes Long-Short Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997).

We have received expression of interest from 12 research teams, of which 6 teams signed the application form and received the data. Two of these teams sent their predictions on the test data. The scores of these methods are illustrated in Table 2. Finally, only Ors et al. (2020) submitted a paper about their work. This team reported their work as consisting of three steps. First, they use a transformer based model, which is ALBERT (Lan et al., 2020), to predict whether a pair of sentences refer to the same event or not. Later, they use these predictions as the initial scores and re-calculate the pair scores by considering the relation of sentences in a pair with respect to other sentences. As the last step, final scores between these sentences are used to construct the clusters, starting with the pairs with the highest scores.

<table>
<thead>
<tr>
<th>Method</th>
<th>ARI Macro</th>
<th>ARI Micro</th>
<th>F1 Macro</th>
<th>F1 Micro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ors et al.</td>
<td>.6006</td>
<td>.4644</td>
<td>.6736</td>
<td>.5898</td>
</tr>
<tr>
<td>UNC Charlotte</td>
<td>.3388</td>
<td>.3253</td>
<td>.4352</td>
<td>.3284</td>
</tr>
</tbody>
</table>

Table 2: Adjusted Random Index (ARI) and F1 for each baseline system.

5. Concluding Remarks

We have provided a brief summary of the workshop Automated Extraction of Socio-political Events from News (AESPEN) and the shared task Event Sentence Coreference Identification (ESCI) we organized in the scope of Language Resources and Evaluation Conference (LREC 2020). The variety of the submitted papers show that we could bring the ML, NLP, and social and political science communities together. Although the breadth of the topics were limited, the technical depth and timeliness of the contributions show that the workshop contribute to the discipline of automatic extraction of socio-political events. The papers about processing Arabic and Greek sources are significant contributions to the understanding of how should we handle languages other than English. Finally, the shared task ESCI demonstrated the prevalence of the event coreferences, some baselines for handling them, and a state-of-the-art system that is able to tackle this task.

We consider this workshop as a beginning. We expect this effort to be extended both in depth and in breadth since we think the work presented is only the tip of the iceberg considering the recent projects and technical potential introduced by deep learning technologies.
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Keynote Abstract: Too soon? The limitations of AI for event data

Clionadh Raleigh
University of Sussex
5 Stoneham Road, Hove, Sussex Bn3 5hj
c.raleigh@sussex.ac.uk@abc.org

Abstract content

Not all conflict datasets offer equal levels of coverage, depth, use-ability, and content. A review of the inclusion criteria, methodology, and sourcing of leading publicly available conflict datasets demonstrates that there are significant discrepancies in the output produced by ostensibly similar projects. This keynote will question the presumption of substantial overlap between datasets, and identify a number of important gaps left by deficiencies across core criteria for effective conflict data collection and analysis, including:

Data Collection and Oversight: A rigorous, human coder is the best way to ensure reliable, consistent, and accurate events that are not false positives. Automated event data projects are still being refined and are not yet at the point where they can be used as accurate representations of reality. It is not appropriate to use these event datasets to present trends, maps, or distributions of violence in a state.

Inclusion: Inclusion criteria should allow for accurate representations of political violence, while being flexible to how political violence has changed. Who is considered a relevant and legitimate actor in conflict is pre-determined by the mandate of the dataset; the definitions, catchment, and categorization are critical, as they tell a user who and what is likely to be included.

Coverage and Classification: Clear, coherent, and correct classifications are important for users because conflicts are not homogenous; disorder events differ in their frequency, sequences, and intensity. Event types that reflect the variation of modalities common across conflicts and periods of disorder are basic, central components of insightful and useful analysis.

Use-ability and Transparency: Datasets must be useful and useable if they are to be relied upon for regular analysis, and users should be able to access every detail of how conflict data are coded and collected. Use-ability is closely tied to straightforward, consistent inclusion criteria and clear methodology.

Sourcing: Extensive sourcing — including from local partners and media in local languages — provides the most thorough and accurate information on political violence and demonstrations, as well as the most accurate presentation of the risks that citizens and civilians experience in their homes and communities.
Keynote Abstract: Current Open Questions for Operational Event Data

Philip A. Schrodt
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Charlottesville, Virginia, USA
schrodt735@gmail.com

Abstract content

In this brief keynote, I will address what I see as five major issues in terms of development for operational event data sets (that is, event data intended for real time monitoring and forecasting, rather than purely for academic research). First, there are no currently active real time systems with fully open and transparent pipelines: instead, one or more components are proprietary. Ideally we need several of these, using different approaches (and in particular, comparisons between classical dictionary- and rule-based coders versus newer coders based on machine-learning approaches).

Second, the CAMEO event ontology needs to be replaced by a more general system that includes, for example, political codes for electoral competition, legislative debate, and parliamentary coalition formation, as well as a robust set of codes for non-political events such as natural disasters, disease, and economic dislocations.

Third, the issue of duplicate stories needs to be addressed – for example, the ICEWS system can generate as many as 150 coded events from a single occurrence on the ground – either to reduce these sets of related stories to a single set of events, or at least to label clusters of related stories as is already done in a number of systems (for example European Media Monitor).

Fourth, a systematic analysis needs to be done as to the additional information provided by hundreds of highly local sources (which have varying degrees of vaticity and independence from states and local elites) as opposed to a relatively small number of international sources: obviously this will vary depending on the specific question being asked but has yet to be addressed at all.

Finally, and this will overlap with academic work, a number of open benchmarks need to be constructed for the calibration of both coding systems and resulting models: these could be historical but need to include an easily licensed (or open) very large set of texts covering a substantial period of time, probably along the lines of the Linguistics Data Consortium Gigaword sets; if licensed, these need to be accessible to individual researchers and NGOs, not just academic institutions.
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Abstract

This study evaluates the robustness of two state-of-the-art deep contextual language representations, ELMo and DistilBERT, on supervised learning of binary protest news classification (PC) and sentiment analysis (SA) of product reviews. A “cross-context” setting is enabled using test sets that are distinct from the training data. The models are fine-tuned and fed into a Feed-Forward Neural Network (FFNN) and a Bidirectional Long Short Term Memory network (BiLSTM). Multinomial Naive Bayes (MNB) and Linear Support Vector Machine (LSVM) are used as traditional baselines. The results suggest that DistilBERT can transfer generic semantic knowledge to other domains better than ELMo. DistilBERT is also 30% smaller and 83% faster than ELMo, which suggests superiority for smaller computational training budgets. When generalization is not the utmost preference and test domain is similar to the training domain, the traditional machine learning (ML) algorithms can still be considered as more economic alternatives to deep language representations.
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1. Introduction

A challenge the Natural Language Processing (NLP) community faces today is to leverage NLP systems from a well-maintained test environment to more realistic scenarios full of dynamism and diversity (Ettinger et al., 2017; Hürriyetoğlu et al., 2019a). An NLP system should generalize well to data coming from diverse sources differing in time and space.

In the quest of building generalizable systems, the NLP community attempts building task-agnostic models in an unsupervised manner to represent generic syntactic and semantic knowledge of a language. One of the solutions is to create one big universal language representation and use it as the initialization point for any NLP task.

One example of unsupervised language representations is the famous word2vec (Mikolov et al., 2013), which creates continuous word vectors for each word in the vocabulary derived from a large corpus in a fully unsupervised manner by utilizing context information regarding the neighboring words. word2vec creates fixed vectors for each unique word in the vocabulary. In this sense, it lacks representing the dynamism of the word meaning that changes depending on the enclosing context.

The contextualization notion is the key to create universal language representations that can handle the rich syntactic and semantic space of real-life language usage. In this respect, in the last couple of years, several deep contextual neural architectures have been proposed, which have been shown to perform surprisingly well on a diverse range of downstream NLP tasks (Peters et al., 2018; Devlin et al., 2019; Radford et al., 2019).

However, there is still much to do to understand the true capacity of these representations. The true limits of these networks must be explored to understand how to build the next-generation systems. Digging into these models might even shed light on the general language understanding phenomena itself on a cognitive level (Greenwood, 1992; Kell et al., 2018). For this reason, exhaustive evaluation and interpretation studies are needed to be performed on as many different data and task sets as possible.

This study is conducted to contribute to the extrinsic evaluation of the robustness of two of these representations, namely, ELMo and DistilBERT, by testing them on a binary classification of cross-context socio-political and local news data, where the source and target data differ in the originating country and domain (Hürriyetoğlu et al., 2019a).

This study aims to answer the following questions:

1. How robust are ELMo and DistilBERT in the cross-context socio-political news classification?
2. Are contextual representations better in the cross-context than much smaller and faster traditional baselines?
3. Which one is more scalable in terms of model size and training time: ELMo or DistilBERT?

The following conclusions are reached under the limitations of the experimental setup (See Section 3.):

1. DistilBERT is more robust than ELMo in the cross-context.
2. Both ELMo and DistilBERT outperform the baselines, namely, Multinomial Naive Bayes (MNB) and Linear Support Vector Machine (LSVM), in generalizing to the cross-context.
3. DistilBERT is more efficient than ELMo with 30% smaller size and on average for the two addressed tasks, 83% faster training and testing time.
4. Traditional methods like MNB and LSVM can still compete with contextual embeddings when training and test data do not differ much.
This study compares language representations and model performance on both a sentiment analysis task and a recently proposed task set that is realized around a recent news data set: classifying protest news on local news data sets consisting of multiple sentences and coming from different country sources. A “cross-country” evaluation setting is realized by testing a model on a news text coming from a different country than the training data (Hürriyetoğlu et al., 2019a). While this study is one among many that compare word representations for text classification, this study diverges from most previous works by evaluating cross-context performance in a novel domain.

2. Tasks and Data

The transfer capacity of ELMo and DistilBERT are explored under the light of two distinct text classification tasks, each realized under a cross-context experimental setting. One is a document-level binary classification task that is to classify English news articles from local newspapers of India and China (Hürriyetoğlu et al., 2019a). The other is to classify sentence-level Rotten Tomatoes movie (Pang and Lee, 2005) and customer reviews (Hu and Liu, 2004).

The “null context” refers to the India news and movie reviews data sets. The “cross-context” refers to the China news and customer reviews data sets. For both tasks, the null context data splits abide by the 75% - 10% - 15% proportions for training, test, and development sets, respectively. All cross-context data are used to test models trained on null-context data’s train portion.

2.1. Protest News Classification

The task was designed as an auxiliary task for an active research project (Hürriyetoğlu et al., 2019a), the main motivation of which is to automate creation of protest events database from diverse sources using NLP and Machine Learning (ML) to enable a comparative political and sociological study. A shared task set, namely, CLEF-2019 Lab ProtestNews on Extracting Protests from News, was accordingly organized to address the challenge of building NLP tools that are generalizable to different test data. A cross-country evaluation setting was realized by training a model on local newspapers of India and testing the model on local newspapers of China.

The data consists of local India and China document-level news articles in the English language. Training, validation, and test splits are provided by the shared task organizers. Each news article is annotated as whether it is about a protest event or not. As illustrated in Table 1, the India data is imbalanced with 22% protest class, the China data is even more imbalanced with 5% protest class.

2.2. Challenges of Political Context

In previous work, it is seen that the classification of contentious political events could be confusing to even domain experts and the inter-annotator agreement could be surprisingly low (King and Lowe, 2003). That confusion mostly comes from the ambiguity in political terms. How a political event could be interpreted can highly depend on local culture, language usage, time, space and actors. Adding

<table>
<thead>
<tr>
<th>Data Subset</th>
<th>Size</th>
<th>Protest Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ntrain</td>
<td>3430</td>
<td>0.22</td>
</tr>
<tr>
<td>Ndev</td>
<td>457</td>
<td>0.22</td>
</tr>
<tr>
<td>Ntest</td>
<td>687</td>
<td>0.22</td>
</tr>
<tr>
<td>Ctest</td>
<td>1800</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1: Protest news data statistics. Ntrain, Ndev, and Ntest refer to training, development, and test splits of the null context data of the tasks, respectively. Ctest refers to the cross-context data.

Figure 1: India news sample.

2.2.1. Local News Data

Political events are strongly connected to their local context. Concerning protest news classification (PC), it should be noted that protests might manifest through different kinds of actions in different cultures. In Figure 1, the news mentions a protest activity as “Goonda act”, which is a term used in the Indian subcontinent for a hired criminal. In this sense, analyzing local data of many countries can be useful and mostly becomes a necessity to converge to a realistic model of what protest means both globally and locally.

2.2.2. Small Data

Contextual language representations are known to have the potential to substantially reduce the required training data size to create satisfactory models via task-specific fine-tuning on small data. As illustrated in Table 1, the protest news data is also fairly small, with the number of training samples less than 10000 (both local and cross-country data sets).

2.2.3. Long Text

The protest news data set consists of fairly long samples with 300 tokens on average.\(^1\) This may affect the model performance in two different ways: A model may fail to learn long term relationships within the text or a model may simply not be able to utilize the whole text due to memory

\(^1\)Here, “token” is used as a generic term for a unit output of a sequence tokenization process.
issues. In this case, very important parts of the data might be lost. For example, the news sample in Figure 2 was classified falsely as “non-protest”, since the “protest” keyword was clipped due to the limitation to maximum number of tokens.

![Image](https://example.com/image.png)

Figure 2: China news sample.

2.3. Sentiment Analysis

The other task addressed in this paper is to classify sentence-level Rotten Tomatoes movie (MR) (Pang and Lee, 2005) and customer reviews (CR) (Hu and Liu, 2004) as “positive” or “negative”. The models are trained and tested on sentence-level MR (Pang and Lee, 2005) in the null context, and tested on sentence-level CR (Hu and Liu, 2004) in the cross-context. Both sentiment data sets were exhaustively used earlier (Kiros et al., 2015; Zhao et al., 2015; Conneau et al., 2017; Conneau and Kiela, 2018; Logeswaran and Lee, 2018; Hill et al., 2016). But in none of these studies a cross-context setting is realized. They obtained the result via direct supervision on the target tasks.

<table>
<thead>
<tr>
<th>Data Subset</th>
<th>Size</th>
<th>Positive Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ntrain</td>
<td>7974</td>
<td>0.5</td>
</tr>
<tr>
<td>Ndev</td>
<td>1088</td>
<td>0.5</td>
</tr>
<tr>
<td>Ntest</td>
<td>1600</td>
<td>0.5</td>
</tr>
<tr>
<td>Ctest</td>
<td>3771</td>
<td>0.64</td>
</tr>
</tbody>
</table>


3. Experimental Setup

Four experiments are applied to better understand the cross-context performance of the models. The classifiers are implemented in the Python programming language using the PyTorch library.

3.1. ELMo

ELMo (Peters et al., 2018) is a deep context-dependent representation learned from the internal states of a deep bidirectional language model that is acquired by the joint training of two LSTM layers on both directions. This study makes use of the original pretrained ELMo model with 2 layer bidirectional LSTM layers with 4096 units and 512-dimensional projections, with a total of 93.6 million parameters. ELMo’s hidden LSTM layers are weighted averaged and then fed into the classifier layers.

3.2. DistilBERT

DistilBERT (Sanh et al., 2019) is created by applying knowledge distillation to BERT (Devlin et al., 2019), specifically the bert-base-uncased model. To create a smaller version of BERT, DistilBERT’s creators removed the token-type embeddings and the pooler from the architecture and reduced the number of layers by a factor of 2. In this study, DistilBERT’s last four hidden layers are simply averaged and fed into the classifier layers, which is a suggested usage of BERT for text classification tasks. In this study, distilbert-base-uncased with 66 million parameters is compared to the original ELMo model with 93.6 million parameters.

3.3. Classifiers

The classifier architectures are kept simple to focus on what information can be easily extracted from ELMo and DistilBERT. First, a 2-layer FFNN with 512 hidden units is used. Then, to better understand the effect of adding task-trained contextualization, a 2-layer BiLSTM with 512 hidden units is added before the linear output layer. The default maximum sequence length is 256 tokens for PC, 60 tokens for SA. ELMo gets that many full tokens, whereas DistilBERT gets that many WordPiece outputs. The architectures are visualized in Figure 3.

3.4. Baseline Models

Optimized LSVM and MNB scores are reported as baselines. LSVM takes the input as tf-idf (term frequency - inverse document frequency) vectors, whereas MNB as a sparse vector of token counts. The baseline models are much simpler than the neural classifiers described in Figure 3. The baseline models utilize simple word representations which do not preserve word order and context information. By comparing traditional ML algorithms to heavily pretrained large contextual networks, we aim at understanding if the overhead of the deep contextual models is worth to undertake in this task.

3.5. Tokenization

Except for DistilBERT, the sequences are tokenized by Spacy’s en-core-web-sm tokenizer. DistilBERT uses
WordPiece tokenization. The first 256 tokens and 60 tokens per sample are given as input to the classifiers for the PC and sentiment analysis (SA) tasks, respectively. Note that the usage of two different tokenizers causes a mismatch between the input of DistilBERT and other models. But WordPiece tokenization is preferred for DistilBERT as it is the default tokenizer of it. No text pre-processing is performed on the texts (such as casing, stop word removal, stemming, etc.). Out-of-sample tokens are not specially treated in training FFNN and BiLSTM since ELMo and DistilBERT already take care of those: the former with character-based tokenization, the latter with WordPiece tokenization. In baseline models, out-of-vocabulary tokens were simply not propagated to the classifier.

### 3.6. Hyper-parameter Tuning

The hyper-parameters of each distinct model are optimized on the validation data with the Tree-structured Parzen Estimator algorithm. The implementation of the algorithm is provided by the hyperopt package.\(^7\) The hyper-parameter tuning for the baselines was straightforward, for there were few possible hyper-parameters to be tuned as seen in Table 4.

### 3.7. Training

The training is done on a single V100 NVIDIA GPU with 16 GB RAM. The classifiers are trained for 10 epochs with the Adam optimizer (Kingma and Ba, 2014) using step decay with the patience of 3 epochs. The best model is checkpointed regarding the development set F-score. Then the checkpoints are evaluated on the test data. This procedure is repeated for each classifier with 5 random seeds and the average scores are reported.

### 3.8. Experiments

All experiments report both null and cross-context results for each task. Each experiment focuses on a particular variation on the classifier architecture that possibly affects the results in its way. First, both ELMo and DistilBERT are used as fixed (with frozen weights) word vectors and fed into FFNN. Then, they are fine-tuned to the training data sets together with the FFNN classifier. In the third setting, both models are kept frozen (the weights of the language models are not updated during training), but this time paired with a BiLSTM instead of an FFNN. Lastly, they are compared under the combined effect of fine-tuning contextual embeddings and pairing with a 2-layer BiLSTM.

Macro averaged F-score \((\beta = 1)\) is used as the primary evaluation metric in both tasks since it provides a more robust evaluation for class-imbalanced data. Also as an additional metric, the F-score drop between null and cross-context is tracked in percentages. That is, for example, if model \(x\) null context F-score is \(f_{n}\) and its cross-context setting F-score is \(f_{c}\), then the drop in F-score is \((f_{n} - f_{c})/f_{n} \times 100\). This metric helps reveal the true cross-context performance in some cases where absolute F-scores fail to do so.

The dropout rate of the classifier (FFNN or BiLSTM), learning rate, learning rate decay, L2 norm, and whether to use ReLU or not, are the hyper-parameters that were tuned for each model. Hyper-parameters of ELMo and DistilBERT are kept unchanged.

### 4. Experiment Results

In this section, ELMo and DistilBERT are compared using various classification architectures on two cross-context...
text classification tasks.

4.1. Experiment 1 - Frozen Embeddings

Table 5 shows that frozen DistilBERT is on par with or exceeding frozen ELMo in the null context (India and MR test sets). On the other hand, DistilBERT outperforms ELMo in the cross-contexts (China and CR sets) with a smaller “Drop” score in both tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Ntest</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>ELMo 256</td>
<td>83.6</td>
<td>75.2</td>
<td>10.0</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT 256</td>
<td>83.8</td>
<td>76.8</td>
<td>8.2</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo</td>
<td>78.0</td>
<td>63.6</td>
<td>18.4</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT</td>
<td>79.0</td>
<td>66.8</td>
<td>15.4</td>
</tr>
</tbody>
</table>

Table 5: Experiment 1 results. Frozen ELMo and DistilBERT combined with FFNN.

4.2. Experiment 2 - Fine-tuned Embeddings

In this stage, ELMo and DistilBERT are fine-tuned on the training data sets together with the FFNN classifier. Fine-tuned ELMo does not fit into a single GPU with 256 tokens per input sample. In this case, ELMo could manage up to 150 tokens per input. For a fair comparison, DistilBERT is trained twice, first with 150 tokens of input, and then as a separate model, with 256 tokens of input.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Ntest</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>ELMo ft 150</td>
<td>83.0</td>
<td>72.2</td>
<td>13.0</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT ft 150</td>
<td>80.0</td>
<td>71.0</td>
<td>11.3</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT ft 256</td>
<td>83.2</td>
<td>76.4</td>
<td>8.2</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo ft</td>
<td>76.2</td>
<td>69.0</td>
<td>9.6</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT ft</td>
<td>79.0</td>
<td>68.0</td>
<td>14.0</td>
</tr>
</tbody>
</table>

Table 6: Experiment 2 results. Fine-tuned ELMo and DistilBERT combined with FFNN.

As illustrated in Table 6, when the context is restricted to 150 tokens, fine-tuned ELMo outperforms DistilBERT, but falls behind in 256 tokens especially in cross-context. On the other hand, in SA, DistilBERT surpasses ELMo in the null context, but falls behind in the cross-context. This indicates that in SA, fine-tuning made ELMo more robust to context change in the test set.

4.3. Experiment 3 - External Contextualization via BiLSTM

In this experiment, both models are kept frozen, but this time paired with a BiLSTM instead of an FFNN. BiLSTM adds contextualization on the focused task, thus it is expected to improve results.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Ntest</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>ELMo 256</td>
<td>81.6</td>
<td>72.4</td>
<td>11.2</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT 256</td>
<td>84.2</td>
<td>78.4</td>
<td>7.0</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo</td>
<td>79.0</td>
<td>67.0</td>
<td>15.2</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT</td>
<td>80.0</td>
<td>70.2</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 7: Experiment 3 results. Frozen ELMo and DistilBERT combined with BiLSTM.

As Table 7 illustrates, in both tasks DistilBERT outperforms ELMo when paired with a 2-layer BiLSTM. The gap is more visible in the cross-context performance: DistilBERT surpasses ELMo 6 points with a 78.4 Ctest F-score on the PC task.

4.4. Experiment 4 - Combining Fine-tuning with BiLSTM

In this experiment, ELMo and DistilBERT are compared under the combined effect of fine-tuning and the usage of 2-layer BiLSTM. In PC, ELMo could handle at most 150 tokens per input. Therefore, the comparison is done under that much of a sequence length.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Ntest</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>ELMo ft 150</td>
<td>82.0</td>
<td>72.0</td>
<td>12.2</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT ft 150</td>
<td>81.8</td>
<td>72.2</td>
<td>11.8</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo ft</td>
<td>78.2</td>
<td>67.4</td>
<td>13.8</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT ft</td>
<td>80.0</td>
<td>70.2</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 8: Experiment 4 results. Fine-tuned ELMo and DistilBERT combined with BiLSTM.

In Experiment 2, DistilBERT was underperforming on sequences of length 150 in PC. Now, as illustrated in Table 8 DistilBERT catches up with ELMo. This indicates that DistilBERT benefits from BiLSTM.

4.5. Comparison to Baselines

For fairness, both ELMo’s and DistilBERT’s best and worst-performing configurations are compared to the hyper-parameter-tuned MNB and LSVM baselines. The best performing models are indicated with the keywords “highest”, the worst-performing with “lowest” in Table 10. Two models are reported as the “highest” of ELMo in SA as one owns better “Drop” scores.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model Tag</th>
<th>Model Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>ELMo (lowest)</td>
<td>ELMo + BiLSTM 256</td>
</tr>
<tr>
<td>PC</td>
<td>ELMo (highest)</td>
<td>ELMo 256</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT (lowest)</td>
<td>DBERT ft 256 (lowest)</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT (highest)</td>
<td>DBERT 256</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (lowest)</td>
<td>ELMo</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (highest 1)</td>
<td>ELMo ft</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (highest 2)</td>
<td>ELMo + BiLSTM</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT (lowest)</td>
<td>DBERT</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT (highest)</td>
<td>DBERT ft + BiLSTM</td>
</tr>
</tbody>
</table>

Table 9: Names of worst and best performing models.

Table 10 demonstrates that in PC, while LSVM cannot catch up with any model, MNB performs fairly on par with ELMo’s worst-performing model. Apart from that, MNB is effectively surpassed by the best of ELMo and DistilBERT in all categories. In SA, MNB is inferior to all models. The results of LSVM and ELMo’s lowest are close to each other. But the best of ELMo and all variants of DistilBERT surpass the LSVM baseline with an apparent gap in the cross-context robustness. It is also visible that DistilBERT outperforms ELMo on both tasks with both of its worst-performing and best-
performing variants. This can be viewed as an indicator of the possible superiority of DistilBERT.

4.6. Average Scores
To view the experiments from a wider perspective, the models are also compared under the arithmetic average of all variations. As Table 11 displays, ELMo is found to be superior to DistilBERT on average when both use only 150 tokens of protest news input. But in SA when full context is available DistilBERT performs better regardless of short sequence length. On average of common variations, DistilBERT is dominant in both tasks. This can be seen as an indicator of DistilBERT’s overall superiority.

Table 11: Average scores of ELMo and DistilBERT.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Ntest</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>LSV 256</td>
<td>79</td>
<td>64</td>
<td>19</td>
</tr>
<tr>
<td>PC</td>
<td>MNB 256</td>
<td>80</td>
<td>73</td>
<td>9</td>
</tr>
<tr>
<td>PC</td>
<td>ELMo (lowest)</td>
<td>81.6</td>
<td>72.4</td>
<td>11.2</td>
</tr>
<tr>
<td>PC</td>
<td>ELMo (highest)</td>
<td>83.6</td>
<td>75.2</td>
<td>10</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT (lowest)</td>
<td>83.2</td>
<td>76.4</td>
<td>8.2</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT (highest)</td>
<td>83.8</td>
<td>76.8</td>
<td>8.2</td>
</tr>
<tr>
<td>SA</td>
<td>MNB</td>
<td>78</td>
<td>57</td>
<td>27</td>
</tr>
<tr>
<td>SA</td>
<td>LSV</td>
<td>77</td>
<td>62</td>
<td>19</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (lowest)</td>
<td>78</td>
<td>63.6</td>
<td>18.4</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (highest 1)</td>
<td>76.2</td>
<td>69</td>
<td>9.6</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo (highest 2)</td>
<td>79</td>
<td>67</td>
<td>15.2</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT (lowest)</td>
<td>79</td>
<td>66.8</td>
<td>15.4</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT (highest)</td>
<td>80</td>
<td>70.2</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 10: Comparison with the baselines.

4.7. Training Time and Model Size
Training times and model sizes are compared by averaging all model configurations common to ELMo and DistilBERT. Training and inference time are summed up to a single number. According to Table 12, DistilBERT is 30% smaller and 83% faster than ELMo on the average of both tasks. In terms of classifier size (excluding embeddings) DistilBERT is 13% smaller than ELMo. On the other hand, MNB and LSV are far more efficient than DistilBERT in size and speed by being 99% smaller and 96% faster.

Table 12: Average training time and model sizes of ELMo and DistilBERT.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>ESize</th>
<th>MSize</th>
<th>TTime</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC</td>
<td>MNB</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
</tr>
<tr>
<td>PC</td>
<td>ELMo</td>
<td>358</td>
<td>75.55</td>
<td>1690</td>
</tr>
<tr>
<td>PC</td>
<td>DBERT</td>
<td>254</td>
<td>65.8</td>
<td>318</td>
</tr>
<tr>
<td>SA</td>
<td>LSV</td>
<td>-</td>
<td>0.133</td>
<td>10</td>
</tr>
<tr>
<td>SA</td>
<td>ELMo</td>
<td>358</td>
<td>75.55</td>
<td>979</td>
</tr>
<tr>
<td>SA</td>
<td>DBERT</td>
<td>254</td>
<td>65.8</td>
<td>237</td>
</tr>
</tbody>
</table>

Table 13: Comparison with CLEF-2019 Lab ProtestNews results. The prior state-of-the-art is exceeded in cross-context.

5. Randomization Test
The randomization test (Yeh, 2000) is applied to the results to check if the models significantly differ in terms of scores. The randomization test is performed by calculating p-values for all combinations of predictions obtained by training with different seeds. For example, when two models of ELMo and DistilBERT are compared, 25 different p-values are produced by using 25 different pairs of 5 ELMo and 5 DistilBERT outcomes. The harmonic mean of these p-values is used as the ultimate statistic of the test to smooth the disproportional effect of large p-values occurring in arithmetic mean.

The harmonic mean of a series equals to zero if the series contains any zero value. For more realistic evaluation, the harmonic mean of non-zero p-values is used as the ultimate statistic of the test to smooth the disproportional effect of large p-values occurring in arithmetic mean.

The harmonic mean of a series equals to zero if the series contains any zero value. For more realistic evaluation, the harmonic mean of non-zero p-values is also reported (Ntest-p, Ctest-p, Drop-p). For example, if a randomization output contains at least one zero value, the true harmonic mean becomes automatically zero. In that case, we also include the harmonic mean found after excluding zero values. The results are reported in Tables 14 and 15 by separating those alternative results by (e.g. 0/0.01). Nevertheless, zero values should not be entirely ignored since their existence points out that rejection of the null hypothesis is indeed very much probable.

It should be noted that for PC two-tailed randomization tests general statistics (both positive and negative class) show that there is no significant difference between ELMo and DistilBERT’s Ntest and Ctest performance ($p = 0.38$ and $p = 0.50$, respectively). But, since negative class ratio is much larger than positive class ratio in protest news data (see Table 1), it dominates two-tailed tests. We conducted
one-tailed test only with positive (protest) class instances in
PC task to get more realistic results for the positive class.
Tables 14 and 15 suggest that, according to the randomization
tests, DistilBERT is significantly better ($\alpha = 0.05$) in
both null and cross-context for positive class in PC and both
classes in SA. ELMo, in turn, is observed to be superior to the
baselines in cross-context. But ELMo is on par with the
baselines in null context.

<table>
<thead>
<tr>
<th>Models</th>
<th>Task</th>
<th>Ntest-p</th>
<th>Ctest-p</th>
<th>Drop-p</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELMo-DBERT</td>
<td>PC</td>
<td>0/0.01</td>
<td>0/0.04</td>
<td>0/0.006</td>
</tr>
<tr>
<td>ELMo-MNB</td>
<td>PC</td>
<td>0.007</td>
<td>0/0.009</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Table 14: PC - One-tailed randomization test p-value re-
sults on the best performing model variations of ELMo,
DistilBERT, and MNB. A value is made bold if it can re-
cject the null hypothesis. Ntest-p, Ctest-p, and Drop-p stand for
“positive (protest) class statistics.”

<table>
<thead>
<tr>
<th>Models</th>
<th>Task</th>
<th>Ctest</th>
<th>Drop</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELMo-DBERT</td>
<td>SA</td>
<td>0/0.017</td>
<td>0.02/0.02</td>
</tr>
<tr>
<td>ELMo-LSTM</td>
<td>SA</td>
<td>0/0</td>
<td>0/0.009</td>
</tr>
</tbody>
</table>

Table 15: SA - One-tailed randomization test p-value re-
sults on the best performing model variations of ELMo,
DistilBERT, and LSTM. A value is made bold if it can re-
cject the null hypothesis.

6. Related Work

This section overviews the previous work that is focused on
understanding the generalization capacity of the contextual
language representations.

6.1. Evaluating Transfer Capacity of Language
Models

The evaluation studies before this work are generally de-
signed around a diverse set of downstream tasks (Devlin
et al., 2019; Liu et al., 2019; Tenney et al., 2019; Peters
et al., 2019) or ablation studies (Liu et al., 2019). Sun et
al. (2019) focus on the effective tuning methods of pre-
trained representations, while Howard and Ruder (2018)
propose a set of parameter tuning techniques specifically
to leverage text classification performance. Han and Eisen-
stein (2019) apply unsupervised domain adaptation by fur-
ther pretraining contextual representations on the masked
language model on the target domain. Tenney et al. (2019)
observed that contextual embeddings substantially improve
over traditional baselines on learning the syntactic structure
of text, but that there is only a small improvement in learn-
ing semantics on token and sentence level tasks.

6.2. Cross-context Protest Event Text Analysis

A task set (Hüriyetoğlu et al., 2019a) was proposed to col-
clect protest event information from news texts to create sys-
tems that learn transferable information to extract relevant
information from multiple countries with the ultimate mo-
tivation to create tools to enable comparative sociology and
political studies on social protest phenomena. The task set
consists of three tasks: news articles classification, event
sentence detection, and event information extraction.

The protest news classification task was realized in the
CLEF-2019 Lab ProtestNews on Extracting Protests from
News (Hüriyetoğlu et al., 2019c) in the context of general-
izable natural language processing. From the results
gathered from 12 teams, it was observed that Neural Net-
work obtained the best results and a significant drop in
cross-country performance is observed on the news from
China (Hüriyetoğlu et al., 2019b). The best performing
model on average for the null and cross-context trained a
BiLSTM with fastText (Joulin et al., 2017; Mikolov
et al., 2018) embeddings on a multitask learning objective
(Radford, 2019). Safaya (2019) attained the smallest
score drop between null and cross-contexts using BiGRU
and word2vec. Another study utilized ELMo with a fully
connected multi-layer Neural Network, reaching compara-
ble results (Maslennikova, 2019).

6.3. Sentiment Analysis

Sentiment analysis is a frequently studied classification
task. MR and CR are a couple of exhaustively used data
sets for this task. Successful models on this task involve
combining word2vec with self-adaptive hierarchical sen-
tence representations (Zhao et al., 2015): sentence repre-
sentations that are learned by supervised training on a Nat-
ural Language Inference data (Conneau et al., 2017; Bow-
man et al., 2015); and a multi-channel system consisting of
two bi-directional recurrent neural networks fed by tunable
word vectors (Logeswaran and Lee, 2018).

7. Discussion

DistilBERT is better at utilizing longer sequences than
ELMo. Fine-tuned ELMo cannot handle as many tokens as
DistilBERT can, due to excessive RAM usage. This
deteriorates ELMo’s performance, especially in the cross-
context. Moreover, fine-tuning causes training ELMo to
take 1.5X longer, while the effect is negligible in Distil-
BERT.

Null context performance and cross-context performance
do not necessarily grow together. For some specific config-
urations, when DistilBERT outperforms ELMo in the null con-
text, ELMo happened to outperform DistilBERT in the
cross-context or vice versa. Similarly, fine-tuning could
improve null context performance, but caused a drop in the
cross-context performance. Even usage of longer context
can cause such an effect. These observations indicate that
it is important to check the robustness of a model on mul-
tiple dimensions to understand true generalization power.

It should be emphasized that the limitations of the exper-
imental setup and the scope must always be noted when the
observations of this study are concerned. All conclusions
are valid only under the specific experimental setup of this
study, comprising the aforementioned binary classification
tasks and the data sets. The results might be completely dif-
ferent, even in the case when the models are pretrained with
other corpora. So it must be underlined that the comparison results are special to the model-unlabeled data combinations (ELMo combined with One Billion Word Benchmark, DistilBERT combined with English Wikipedia and Toronto BookCorpus).

8. Conclusion

In this study, ELMo and DistilBERT are compared on their fine-tuning performance on two binary text classification tasks. The main focus was to see how much can these models be benefited from in a practical way without any modification to the pretraining outputs. Overall, DistilBERT is found to generalize better than ELMo on the cross-context setting. While DistilBERT and ELMo seem to have close performance in terms of absolute F-score, DistilBERT apparently outperforms ELMo in F-score drop in percentages. In addition, DistilBERT is 30% smaller in embedding size and 83% faster in training time than ELMo. No significant difference could be detected between ELMo and DistilBERT in the null context. The baselines are outrun by both models in the cross-context robustness. But the baselines could occasionally get comparable results with ELMo in the null context. Also, they are very economic with 99% smaller size and 96% faster training and testing time when compared to DistilBERT.

As a result, when the transfer power of a model is a priority, it is worth to prefer contextual neural models over traditional ML methods despite much longer training times and memory overhead. On the other hand, traditional ML methods might still be preferred as low-cost options when there is no anticipated discrepancy between training and test data.

9. Future Work

The main focus in this study was to compare ELMo and DistilBERT without any intervention to the pretrained models, although the models were actually pretrained on entirely different corpora - ELMo on One Billion Words Benchmark (Chelba et al., 2013), DistilBERT on English Wikipedia and Toronto BookCorpus (Zhu et al., 2015). If the models were also pretrained from scratch on the same corpus, it would be ensured that they utilize the same knowledge to learn the context. This would enable a fairer comparison.

By leveraging unsupervised data into training, classifiers could adapt to many different cross-context settings more effectively and much faster. Unsupervised domain adaptation seems to be a wise direction to take (Han and Eisenstein, 2019).

Currently NLP evaluation and comparison studies are realized under varying conditions defined by specific priorities and research interests of every other study, including this particular one. This prevents making proper comparisons between observations of studies, which could enable progress based on a much more confident common ground. Defining standard evaluation pipelines to be adopted within the NLP field in general can be a way to overcome this dilemma.
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Abstract
We cast the problem of event annotation as one of text categorization, and compare state of the art text categorization techniques on event data produced within the Uppsala Conflict Data Program (UCDP). Annotating a single text involves assigning the labels pertaining to at least 17 distinct categorization tasks, e.g., who were the attacking organization, who was attacked, and where did the event take place. The text categorization techniques under scrutiny are a classical Bag-of-Words approach; character-based contextualized embeddings produced by ELMo; embeddings produced by the BERT base model, and a version of BERT base fine-tuned on UCDP data; and a pre-trained and fine-tuned classifier based on ULMFiT. The categorization tasks are very diverse in terms of the number of classes to predict as well as the skewness of the distribution of classes. The categorization results exhibit a large variability across tasks, ranging from 30.3% to 99.8% F1-score.

Keywords: Event detection, Text categorization, Language models

1. Introduction
This study concerns the application of automatic text categorization techniques for the purpose of conflict event annotation using the data of the Uppsala Conflict Data Program. In the terminology of UCDP, an event is an instance of fatal organized violence, defined by Sundberg and Melander (2013) as:

The incidence of the use of armed force by an organized actor against another organized actor, or against civilians, resulting in at least 1 direct death in either the best, low or high estimate categories at a specific location and for a specific temporal duration

The present study seeks to investigate the automation of event annotation by taking advantage of recent advances in representation and transfer learning to harness the power of pre-trained and fine-tuned language models for representing the textual data subject to categorization. The purpose is to assess the relative performance of text categorization when the learner has access to language knowledge beyond that which is present in the training corpus, across a multitude of categorization tasks.

2. Related work
Document categorization, or document classification, consists in assigning one or several pre-defined labels, based on the contents of a whole document (here, a news article). In its simplest form, document categorization does not require that the ordering of tokens (or even the structures in which the tokens are arranged) is retained while extracting information. To the best of our knowledge, such document categorization introduced in this paper has not previously been applied to news articles for the purpose of event coding. Instead, however, sequence classification has been the focus of several works to automate the event encoding from news articles. Sequence classification is first based on the extraction of information, that is then used for attributing the characteristics of an event (such as the dyad or the number of deaths) described in a document. Information extraction is typically based on classification tasks in which each unit (character, character sequence or token) in a text is classified as to whether it refers to a named entity (actors, location), time, number of casualties, or any other event characteristics.

In particular, there are several projects aiming at automating political event coding with sequence classification. The KEDS (Kansas Event Data System) project (Schrodt et al., 1994) was one of the first attempts, and was mainly based on parsing text to extract words that are pre-defined in dictionaries (actors and verbs). TABARI (Schrodt, 2009) replaced KEDS by introducing significant improvements such as recognizing passive-voice sentences or disambiguating verbs that can also be nouns (e.g., Attack). TABARI was then replaced by Petrarch (Norris et al., 2017) and Universal Petrarch.

Petrarch stands for “Python Engine for Text Resolution And Related Coding Hierarchy”. As its aforementioned predecessors, it is also a processing tool for machine-coding text describing events (i.e. news articles). It is designed to process fully-parsed news summaries, from which “whom-did-what-to-whom” relations are extracted. The output is then a dyad and an action. Date and location are also extracted. Petrarch is typically used by running the Phoenix pipeline, which mainly consists in the following steps:

1. Extract articles and corresponding date from online sources using a web scraper.
2. Encode the sentences with Named Entity Recognition (NER) using Stanford CoreNLP (Manning et al., 2014).

A dyad is made up of two armed and opposing actors. See: https://www.pcr.uu.se/research/ucdp/
definitions/
Phoenix pipeline, readthedocs.io/
Open Event Data, scraper
3. Encode each sentence with [source_actor, action, and target_actor] (who does what to whom) using Petrarch.

4. Encode each sentence with a location using CLIFF-CALVIN (D’Ignazio et al., 2014) or Mordecai (Haltermann, 2017).

In all these tools, actors and actions (verbs) are pre-defined in a specific ontology. Both Petrarch and Universal Petrarch use the same ontology for actors and verbs, based on TABARI dictionaries. TABARI dictionaries follow the CAMEO framework (Schrodt et al., 2008), which was initially intended as an extension of an ontology from the 60-70s called WEIS (McClelland, 2006). Another old ontology is COPDAB (Azar, 1980) in the 1980s. Competing modern ontologies to CAMEO are the IDEA (Bond et al., 2003) ontology from the 2000s, and the JRC-names (Ehrmann et al., 2017) in the 2010s, developed as a by-product of the EMM (European Media Monitor) project. Currently, CAMEO is being replaced by PLOVER, a new ontology with coverage of some new actions, vastly simplified coding of other actions, and a more flexible system for extensions and modifications.

Coding systems such as Petrarch and Universal Petrarch are rule-based: they use rules to decide which noun phrases are actors and which verb phrases are actions, and then compare these chunks of text against lists of hand-defined rules for coding actions and actors. Despite using NLP methods (e.g., NER), they are rarely used in advanced machine learning algorithms. Among the few works using machine learning we can cite the work of Beieler (2016), who uses a character-based convolutional neural network, based on the work of Zhang et al. (2015), to determine the type of event action. However, the event actors are still determined with Petrarch, and the training dataset is also labelled with Petrarch.

Recently, categorizing news articles has also been experimented by Adhikari et al. (Adhikari et al., 2019) using BERT (introduced in Section 5.4.) to extract the topic of the articles.

3. Event annotation at UCDP

The Uppsala Conflict Data Program is the oldest ongoing data collection project for civil war, dating back almost 40 years. UCDP continuously updates its online database on armed conflicts and organized violence, in which information on several aspects of armed conflict such as conflict dynamics and conflict resolution is available. The database offers a web-based system for visualizing, handling and downloading data, including ready-made datasets on organized violence and peacemaking, all free of charge. UCDP is staffed by permanent full-time employees, handling data collection and processing detailed in (Högblad, 2019), including analysis and management.

The typical work-flow for a UCDP event annotator amounts to the following. For retrieving the news data from their data provider, an annotator:

1. inputs search terms to search selected news sources, then;

2. judges whether each news item retrieved:
   (a) describes a conflict event relevant to UCDP, and
   (b) either describes a new event, or brings new information about a known event.

Once a news text passes the above criteria, i.e., it is in fact relevant and contributes new information, the annotator looks for the following information in it:

- Geography (country, region, and even finer grained geographical reference points).
- Participants in the dyad.
- The number of deaths reported.
- Date or time period of the event.

More often than not, multiple news items relating to the same event are required in order to decide on all of the aforementioned attributes for an event. UCDP staff processes approximately 50 000 news items and other reports yearly, depending on the conflict situation in the world. In total, each text is manually annotated with up to 19 different labels.

The textual data in the UDCP database is annotated at the document level, rather than with in-text annotations at the sentence level. For instance, a document annotated with information about the dyad being part of an event exhibits an association between the dyad identifier and the document, but it does not provide information as to where in the document the reference to the dyad is located, and thus not how the surface form of the reference is manifested. This is a consequence of how the UCDP staff work when annotating event data, and it renders it natural to cast the event annotation problem as one of text categorization, rather than as a sequence extraction and labelling task. The annotation tasks consist in identifying the labels present in Table 1.

4. The dataset

The dataset at hand in this study consists of a combination of two distinct sources; the internal UCDP database compiled while UCDP annotators are working with identifying events in news text and reports, and the externally published Georeferenced Event Dataset (Sundberg and Melander, 2013). The former contains textual information related to the source documents read by the annotator while annotating the event, while the externally published event data is a clean, quantitative view of the text data. The combination of the data sources constitutes the ground truth, that the machine learning experiments carried out in this study will try to re-create.

4.1. The training set

The dataset used in the following experimental setup consists of 31 772 UCDP events, each of which is associated with a unique body of text in English. A body of text can consist of a (mix of) notes made by the annotator, records
copied verbatim from an online conflict tracker, part or the whole of one or several news items, or some other distinct unit of text taken from an online resource. The dataset has been pre-processed and chosen so as to make sure that each text has given rise to a unique UCDP event. That is, in the current dataset there is a one-to-one relation between a body of text and an event. Thus, all texts that have resulted in two or more UCDP events have been omitted. The rationale behind this decision is the following: if a machine cannot reproduce the accuracy of the human annotators when presented with an admittedly simplified scenario (i.e., expect no more than exactly one event per text), then it will not perform well in a more realistic setting either (i.e., expect an arbitrary number of events to be described in each text). Only if the results in the simpler scenario are satisfactory should the more complicated setting be addressed.

### 4.2. The labels to predict

There are at least 17 different categorization tasks that a UCDP annotator has to deal with for every single event (omitting the temporal categories, i.e., the starting and ending date of an event). The annotations of the event data provided by UCDP constitutes the ground truth, and is as such the target of the predictions in the experiments to follow. In other words, for each of the bodies of texts in the dataset, there are 17 labels to predict. Table 1 shows the possible number of different classes that are in play in each of the annotation tasks, as well as the normalized assembly among those labels. The normalized class entropy value $\eta$ is defined as $\eta(X) = -\sum_{i=1}^{n} p(x_i) \log(p(x_i))$ where $X$ is the set of $n$ possible classes, and $p(x_i)$ is the observed fraction of values equal to the $i$th class. The entropy is indicative of the distribution of classes within a task. A low entropy value is a sign of a skewed distribution, e.g., one class is significantly more frequent than the others, while a high entropy implies a more even distribution of classes. Combining the size of the data, the number of classes and the class entropy tells us something about the expected complexity of the annotation task. For example, given the values in Table 1, it is expected that the task where coordinates will be hard since it contains many classes (4 125) that are relatively evenly distributed across the dataset (the entropy value is high) giving, on average, relatively few events per class (31 722/4 125) to learn from. On the other hand, the task type_of_violence task exhibits a number of classes and class entropy at the other end of the spectrum: it is comprised of few classes (3) that are unevenly distributed in terms of occurrences in the dataset (entropy 0.8). Thus, an annotator is expected to perform well for (the majority) classes in the task.

Of course, there is more than meets the eye when it comes to how well a classifier actually manages to perform than just the number of classes, and their relative distribution, but these numbers give a hint as to what to expect.

### 5. Experimental setup

The experiments carried out in this study involve learning from the contents of the texts described in Section 4.1. to predict the classes of each task described in Section 4.2.. There are 17 different tasks, each of which will be addressed using five different text categorization techniques, as well as a random guessing-based baseline performance estimation. For each task, the baseline (Section 5.1.), Bag-of-Words (BoW, Section 5.2.), ELMo experiments (Section 5.3.), the two BERT versions (Section 5.4.) are based on 5-fold cross-validation, with test data size set to 20% of the total corpus. This means that the baseline, BoW, ELMo, and BERT results are supported by approximately 30 000 data points each. Due to the time it took to complete the ULMFit experiments (Section 5.5.), they are based on a single training and testing set, where the testing set is made

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
<th>Number of classes</th>
<th>Class entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>side_a</td>
<td>Name of state or government side involved.</td>
<td>299</td>
<td>3.9</td>
</tr>
<tr>
<td>side_b</td>
<td>Name of other participant.</td>
<td>301</td>
<td>3.5</td>
</tr>
<tr>
<td>dyad_name</td>
<td>Combination of side_a and side_b.</td>
<td>510</td>
<td>4.5</td>
</tr>
<tr>
<td>type_of_violence</td>
<td>State-based, non-state, or one sided.</td>
<td>3</td>
<td>0.8</td>
</tr>
<tr>
<td>conflict_name</td>
<td>The name of the conflict.</td>
<td>428</td>
<td>4.3</td>
</tr>
<tr>
<td>where_coordinates</td>
<td>Name of place of conflict.</td>
<td>4 125</td>
<td>7.4</td>
</tr>
<tr>
<td>region</td>
<td>Name of region.</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>country</td>
<td>Name of country.</td>
<td>88</td>
<td>3.2</td>
</tr>
<tr>
<td>adm_1</td>
<td>More precise name of region.</td>
<td>672</td>
<td>5.3</td>
</tr>
<tr>
<td>adm_2</td>
<td>Even more precise name of region.</td>
<td>1 739</td>
<td>6.5</td>
</tr>
<tr>
<td>deaths_a</td>
<td>Number of deaths reported for side_a.</td>
<td>75</td>
<td>1.4</td>
</tr>
<tr>
<td>deaths_b</td>
<td>Number of deaths reported for side_b.</td>
<td>115</td>
<td>1.9</td>
</tr>
<tr>
<td>deaths_civilians</td>
<td>Number of deaths reported for civilians.</td>
<td>117</td>
<td>1.5</td>
</tr>
<tr>
<td>deaths_unknown</td>
<td>Number of deaths reported for unknown side.</td>
<td>104</td>
<td>0.9</td>
</tr>
<tr>
<td>low</td>
<td>The lowest estimate of number of deaths reported for event.</td>
<td>175</td>
<td>3.2</td>
</tr>
<tr>
<td>best</td>
<td>The best estimate of number of deaths reported for event.</td>
<td>187</td>
<td>3.2</td>
</tr>
<tr>
<td>high</td>
<td>The highest estimate of number of deaths reported for event.</td>
<td>218</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 1: The labels to be identified by tasks, along with their short descriptions, their number of classes, and their class entropy for the dataset consisting of 31 772 events. The class entropy is a measure of the class imbalance for a task such that a low value indicate higher imbalance. The class entropy is elaborated on in Section 4.2.,
up of approximately 6,000 data points, instead of the 5-fold cross-validation scheme employed in the other experiments. The split into training and testing data used by ULMFiT corresponds to the first fold in the baseline, BoW, ELMo, and BERT cases, as it is made with the same logic and settings.

5.1. Baseline
A “dummy” classifier that guesses the class of a text by randomly drawing a class label from the class label distribution is used to assess a baseline upon which the machine learning-based classifiers should improve. The dummy classifier is available in scikit learn described by Pedregosa et al. (2011).

5.2. Using a standard Bag-of-Words approach
A classical way to represent documents in text categorization is as a collection of words, in which the order of the words is assumed to be irrelevant. This type of representation is usually referred to as Bag-of-Words. The assumption is naïve, but historically, it has produced relatively competitive results. The BoW representation used in the current setup contains single words (unigrams), as well as all combinations of two consecutive words in the training corpus (bigrams). A linear learning method (Logistic Regression) is then used to train classifiers to distinguish between the classes in the different tasks.

The BoW approach is included in the experiments since it, in the past, has been a go-to solution in many text categorization tasks and thus constitutes a sensible baseline that more modern approaches should beat.

5.3. ELMo
Embeddings from Language Models (ELMo) described by (Peters et al., 2018), is a deep character-based neural network that learns embeddings by predicting the next token given an input sequence. The network architecture includes both convolutional and (bidirectional) LSTM layers, and produces an embedding that is sensitive to the particular context of the input sequence. Contextualized embeddings have proven to be highly beneficial when using the embeddings as representation in downstream natural language processing tasks such as categorization, entity recognition, and question answering. In the current setup, an existing pretrained version of ELMo is used to produce a single 1,024 elements long feature vector for the body of text associated to each event in the UCDP data. The data used for pretraining the ELMo model used here is reported to be approximately 20 million randomly selected texts from Wikipedia and CommonCrawl, amounting to a total training time of 3 days per language. The ELMo feature vectors are then used as input to a non-linear learner (Random Forest) to train a classifier for distinguishing between the classes in each of the 17 tasks.

The ELMo approach is included in the experiments since it has proven to be a simple and effective way of incorporating language knowledge in machine learning situations where training data is scarce.

5.4. BERT
Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2019) is a deep, attention-based neural network architecture that produces a contextualized representation of a text by taking both the left and right context into account simultaneously. In this respect, it differs from ELMo, which builds its representation of text based on a concatenating representations from the left and right context. Since its inception, BERT has been shown to improve the state-of-the-art on many language processing tasks, including some text categorization ones.

In the experiments to follow, we use two versions of BERT: the original large pre-trained uncased base model made available via Hugging Face’s Transformers (Wolf et al., 2019), and a version of the same model fine-tuned on the UCDP data.

5.5. ULMFiT
Universal Language Modelling Fine-Tuning (ULMFiT), described in (Howard and Ruder, 2018), is a three step method for transferring general language use to specific categorization tasks. The method consists of the following three steps:

1. Train a language model on an unannotated corpus of general language.
2. Fine-tune the language model based on unannotated in-domain texts.
3. Train and fine-tune a text classifier on annotated texts.

An initial language model (Step 1) is readily available online. ULMFiT is pretrained on a subset of the English Wikipedia containing more than 103 million running words taken from more than 28,000 verified Good or Featured articles (Merity et al., 2016). In Step 2, we used the texts associated with the 31,722 UCDP events to fine-tune the language model. Finally, in Step 3, a classifier was created for each of the 17 different tasks outlined in Table 1.

The implementation of ULMFiT used in the current experiment is based on the AWD-LSTM language model architecture described by (Merity et al., 2017). The ULMFiT approach is included in the experiments because it is a robust method for leveraging the language knowledge of a pretrained model and its ability to adjust that model based on in-domain data, without requiring vast computational resources. Until recently, ULMFiT produced state-of-the art classifiers for a number of benchmarks.

6. Categorization results
Table 2 on the next page shows the results from the experiments in terms F1-score for the random baseline, the BoW-based Logistic Regression classifier, the ELMo-based Random Forest classifier, the original and fine-tuned BERT-based Random Forest classifiers, as well as for ULMFiT. As an example, refer back to the discussion of the complexity of the annotation tasks in terms of the number of classes and the class entropy in Section 4.2, and consider the baseline F1-score result for the task type_of_viole...
Table 2: UCDP document categorization results.

<table>
<thead>
<tr>
<th>Task</th>
<th>Cls</th>
<th>En</th>
<th>B.F</th>
<th>BW.F</th>
<th>E.F</th>
<th>BE.F</th>
<th>BF.F</th>
<th>U.F</th>
</tr>
</thead>
<tbody>
<tr>
<td>side_a</td>
<td>299</td>
<td>3.9</td>
<td>5.0</td>
<td>76.8</td>
<td>76.2</td>
<td>81.1</td>
<td>84.9</td>
<td>84.7</td>
</tr>
<tr>
<td>side_b</td>
<td>301</td>
<td>3.5</td>
<td>8.1</td>
<td>73.7</td>
<td>75.5</td>
<td>78.3</td>
<td>82.0</td>
<td>82.5</td>
</tr>
<tr>
<td>dyad_name</td>
<td>510</td>
<td>4.5</td>
<td>4.1</td>
<td>66.9</td>
<td>72.5</td>
<td>75.6</td>
<td>79.3</td>
<td>80.8</td>
</tr>
<tr>
<td>type_of_violence</td>
<td>3</td>
<td>0.8</td>
<td>56.6</td>
<td>88.8</td>
<td>85.8</td>
<td>88.6</td>
<td>89.6</td>
<td>91.8</td>
</tr>
<tr>
<td>conflict_name</td>
<td>428</td>
<td>4.3</td>
<td>4.2</td>
<td>69.5</td>
<td>73.4</td>
<td>76.9</td>
<td>80.7</td>
<td>82.7</td>
</tr>
<tr>
<td>where_coordinates</td>
<td>4125</td>
<td>7.4</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30.3</td>
</tr>
<tr>
<td>region</td>
<td>5</td>
<td>1.4</td>
<td>28.7</td>
<td>99.4</td>
<td>89.6</td>
<td>97.7</td>
<td>98.7</td>
<td>99.8</td>
</tr>
<tr>
<td>country</td>
<td>84</td>
<td>3.2</td>
<td>6.9</td>
<td>95.5</td>
<td>82.8</td>
<td>90.2</td>
<td>94.7</td>
<td>97.4</td>
</tr>
<tr>
<td>adm_1</td>
<td>672</td>
<td>5.3</td>
<td>1.0</td>
<td>64.2</td>
<td>62.2</td>
<td>62.8</td>
<td>65.1</td>
<td>77.7</td>
</tr>
<tr>
<td>adm_2</td>
<td>1739</td>
<td>6.5</td>
<td>0.4</td>
<td>27.5</td>
<td></td>
<td></td>
<td></td>
<td>41.3</td>
</tr>
<tr>
<td>deaths_a</td>
<td>75</td>
<td>1.4</td>
<td>46.8</td>
<td>63.6</td>
<td>83.1</td>
<td>82.2</td>
<td>82.2</td>
<td>73.3</td>
</tr>
<tr>
<td>deaths_b</td>
<td>115</td>
<td>1.9</td>
<td>35.6</td>
<td>59.0</td>
<td>75.1</td>
<td>74.8</td>
<td>75.5</td>
<td>67.4</td>
</tr>
<tr>
<td>deaths_civilians</td>
<td>117</td>
<td>1.5</td>
<td>48.7</td>
<td>63.8</td>
<td>84.1</td>
<td>83.5</td>
<td>83.7</td>
<td>70.9</td>
</tr>
<tr>
<td>deaths_unknown</td>
<td>104</td>
<td>0.9</td>
<td>72.5</td>
<td>79.0</td>
<td>93.3</td>
<td>92.7</td>
<td>92.7</td>
<td>80.8</td>
</tr>
<tr>
<td>low</td>
<td>175</td>
<td>3.2</td>
<td>8.5</td>
<td>32.3</td>
<td>61.6</td>
<td>58.5</td>
<td>58.5</td>
<td>37.9</td>
</tr>
<tr>
<td>best</td>
<td>187</td>
<td>3.2</td>
<td>8.5</td>
<td>32.6</td>
<td>61.1</td>
<td>58.1</td>
<td>58.1</td>
<td>41.6</td>
</tr>
<tr>
<td>high</td>
<td>218</td>
<td>3.3</td>
<td>8.5</td>
<td>32.4</td>
<td>61.8</td>
<td>58.6</td>
<td>58.7</td>
<td>40.0</td>
</tr>
</tbody>
</table>

Task
The name of the annotation task.
Cls
The number of distinct classes for a particular task.
En
The class entropy: a high value corresponds to a more evenly distributed instances per class.
B
Baseline, random guessing based on distribution of labels.
BW
Bag of words representation.
E
ELMo representations + non-linear classifier.
BE
BERT representations + non-linear classifier.
BF
BERT representations, model fine-tuned on UCDP data + non-linear classifier.
U
ULMFiT pretrained on Wikipedia, fine-tuned and trained on UCDP data.
F
weighted F1-score.

which is given in column B, F in Table 2. The task concerns only three highly imbalanced classes, which in effect means it is easy to get a fairly good score just by making a vaguely informed guess with respect to the class. The random guessing-based baseline F1-score is 56.6%. All trained classifiers improve on the baseline, with ULMFiT performing the best at an F1-score of 91.8%, a 35.2 percent point improvement.

The other example in Section 4.2 is that of where_coordinates. The baseline results for the task align with the expected outcome given the size of the data, the number of classes, and the class entropy: the F1-score value is low, at around 0.3% of a possible 100%. The ULMFiT classifier improves the F1-score given the baseline with 30%. Still, at an F1-score of 30.3%, the classifier clearly underperforms vis-à-vis the human annotated data.

According to Table 2, the tasks that the hardest for the classifiers are:

- where_coordinates (ULMFiT F1-score: 30.3%)
- adm_2 (ULMFiT F1-score: 41.3%)
- low (ELMo F1-score: 61.6%)
- best (ELMo F1-score: 61.1%)
- high (ELMo F1-score: 61.8%)

The above are all tasks in which there are many classes, and thus little data to learn from per class. The following are the tasks on which the classifiers performed the best:

- region (ULMFiT F1-score: 99.8%)
- country (ULMFiT F1-score: 97.4%)
- deaths_unknown (ELMo F1-score: 93.3%)
- type_of_violence (ULMFiT F1-score: 91.8%)
- side_a (BERT fine-tuned F1-score: 84.9%)
- deaths_civilians (ELMo F1-score: 84.1%)
- deaths_a (ELMo F1-score: 83.1%)
- conflict_name (ULMFiT F1-score: 82.7%)
- side_b (ULMFiT F1-score: 82.5%)
- dyad_name (ULMFiT F1-score: 80.8%)

However, it should be emphasized that the experimental setting in this report is a simplified one that only includes data in which each textual body corresponds to exactly one UCDP event.
7. Discussion
From the results of this study, we make two observations. The first observation concerns text categorization for event annotation, while the other is about the developments in the field of transfer learning in NLP.

7.1. Text categorization for event annotation
By casting the event annotation problem as one of text categorization, we have gained initial insight into the complexity of assigning values to the individual attributes of events. Some attributes are naturally harder to automatically predict than others: for instance, the finer-grained geographical location of an event (where_coordinates) is harder to assess than the immediately broader region (country). Similarly, the dyad name is harder to predict than the names of its participants. It is also clear that automated text categorization has value in that it performs very near the level of human annotators, for some tasks. This begs the question: How can we best make use of text categorization for the purpose of improving the human annotation process in terms of, e.g., speed, and consistency? We believe that the categorization results reported in this study are encouraging enough to warrant continued investigations with respect to its use in the manual annotation process, as well as for further improvements of the categorization results. As for the latter, there are two immediate issues that require attention. The first issue is to go from the simplified setting of the current experiments to one that allows the more natural many-to-many relationship between texts and events. The second issue is to investigate methods for making use of the conditional dependencies between tasks e.g., that certain dyads are active only in certain geographical locations.

7.2. Transfer learning in NLP
Although the bag-of-words approach is a strong baseline, it is almost always better to utilize pre-training and fine-tuning on domain-specific data. ELMo and the original BERT model are both pre-trained on large amounts of data, and do not make use of any in-domain data in the current setting. Still, both models perform well, beating the BoW baseline in most cases. Furthermore, fine-tuning pre-trained models on domain-specific data always helps: the fine-tuned BERT model beats the original model across all tasks.
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Abstract

Automating the detection of event mentions in online texts and their classification vis-a-vis domain-specific event type taxonomies has been acknowledged by many organisations worldwide to be of paramount importance in order to facilitate the process of intelligence gathering. This paper reports on some preliminary experiments of comparing various linguistically-lightweight approaches for fine-grained event classification based on short text snippets reporting on events. In particular, we compare the performance of a TF-IDF-weighted character n-gram SVM-based model with SVMs trained on various off-the-shelf pre-trained word embeddings (GLOVE, BERT, FASTTEXT) as features. We exploit a relatively large event corpus consisting of circa 610K short text event descriptions classified using 25-event categories that cover political violence and protest events. The best results, i.e., 83.5% macro and 92.4% micro F1 score, were obtained using the TF-IDF-weighted character n-gram model.

Keywords: event classification, machine learning, word embeddings, subword models

1. Introduction

Recently various organisations around the world have acknowledged the paramount importance of exploiting the ever-growing amount of information published on the web on various types of events for early detection of threats, carrying out risk analysis and predicting future developments (King and Lowe, 2003; Yangarber et al., 2008; Atkinson et al., 2011; Piskorski et al., 2011; Leetaru and Schrodt, 2013; Ward et al., 2013; Pastor-Galindo et al., 2020). Since a clear majority of information on relevant events is provided in the form of free text (e.g. news articles), an important task is to automatically detect mentions of events of interest in such texts and to classify them using domain specific taxonomies.

This paper reports on a preliminary study of exploiting linguistically-lightweight approaches for fine-grained event classification for short texts reporting on events. In particular, we compare the performance of various SVM-based classifiers, including a TF-IDF-weighted character n-gram model with various models that exploit off-the-shelf pre-trained word embeddings (GLOVE, BERT and FASTTEXT) as features.

Our research has two aims. Firstly, we are interested to develop a robust, fine-grained, event classifier that can be: (a) easily ported across languages, (b) quickly adapted to new domains/event taxonomies, and (c) applied to classify events based solely on short text snippets. The decision to focus on classification from short texts come from the type of incomplete event data that is often at hand, e.g. historical news event information stored in so called event templates, that apart from automatically extracted meta-data include only the title and 1-2 initial sentences from a news article from which the event information was extracted (Atkinson et al., 2017). Secondly, we are interested to gain a better understanding of the amount of data that is required to obtain ‘acceptable’ classification performance in order to better estimate the effort required for new classification-scheme development cycles.

The main contributions of the work reported in this paper can be summarized as follows:

- we make available a clean and tuned version of a large corpus of circa 600K short text snippets tagged with fine-grained event category labels (mainly covering political violence and protest events) for event classification experiments, which was derived from a manually-curated event repository created by human experts in the context of the ACLED

- we report on the comparison of the performance of various SVM-based classifiers, including a TF-IDF-weighted character n-gram model and models that exploit various pre-trained word embeddings as features, evaluated on the aforementioned event corpus.

We are not aware of any similar study on automated event classification in terms of the size of the underlying training-test dataset and fine-grained event categories. Furthermore, given the specific nature of the dataset exploited, i.e. text snippets resembling news headlines and initial sentences in news articles, we believe that the reported results constitute a good approximation for the to-be-expected performance when applying the same methods on real news-article corpora.

The rest of the paper is structured as follows. First, Section 2. provides an overview of related work. Next, Section 3. describes the dataset used for carrying out the experiments. Subsequently, Section 4. presents the results of the performance of the various classification models explored. Finally, Section 5. gives conclusions and an outlook on future work.

2. Related Work

The research and progress on the task of identifying event mentions in text documents and classification of these

---

Footnote: 1

1 https://www.acleddata.com initiative, and
events was initially driven by the Message Understanding Contest (Sundheim, 1991; Chinchor, 1998) and the Automatic Content Extraction (ACE) Challenges (Doddington et al., 2004; LDC, 2008). In particular, many approaches to event detection and classification have been reported and evaluated on the event corpora (ca. 6000 event mentions in ca. 500 documents) developed in the context of the aforementioned ACE Challenges, which range from shallow (Liao and Grishman, 2010; Hong et al., 2011) to deep machine learning approaches (Nguyen and Grishman, 2015; Nguyen et al., 2016).

Recently, the Multi-lingual Event Detection and Co-reference task has been introduced as part of the Text Analysis Conference (TAC) in 2016[2] and 2017[3], which included an Event Nugget Detection subtask, focusing on detection and classification of intra-document event mention types and subtypes with 9 and 38 categories respectively, that cover events from various domains (e.g., finances and jurisdiction). The related evaluation datasets are rather tiny, i.e., ca. 500 documents with less than 10K labelled event mentions.

Furthermore, a CLEF ProtestNews Track was organized recently (Hürriyetoğlu et al., 2019) with three shared tasks aimed at identifying and extracting event information from news articles across multiple countries, where one of the tasks explicitly focused on classification of the news articles into “protests” versus “non protests” depending on whether the article reports on protests, and a more fine-grained binary classification task that focused on labelling sentences that refer to reporting on protest events. Similarly to the TAC tasks, the evaluation datasets are rather small (4K news articles, and 6K labelled sentences). In particular, approaches exploiting word embeddings to tackle these tasks have been reported (Ollagnier and Williams, 2019). The work most similar to ours on event classification has been presented in (Nugen et al., 2017). This paper studies the performance of various models, including ones that exploit word embeddings as features, for detection and classification of natural disaster and critical socio-political events in news articles, based on analysing their initial sentences. However, the underlying event type taxonomy is relatively coarse-grained (7 types) and the size of the evaluation dataset is relatively small (ca. 2.5K documents).

In the work reported in this paper we only focus on the task of event classification, and given the specific dataset (in particular, its size) exploited for carrying out our, it is difficult to make direct comparisons with the shared tasks and evaluation campaigns mentioned above.

3. Datasets

For carrying out our research, we exploited the data gathered in the context of the Armed Conflict Location & Event Data Project (ACLED)[4]. ACLED (Raleigh et al., 2010) collects human-moderated records on the dates, actors, types of violence, locations, and fatalities of all reported political violence and protest events across Africa, some regions of Asia, the Middle East, and Southeastern and Eastern Europe and the Balkans. In particular, we exploited the manually curated data provided on the ACLED web page[5] and extracted from them event records consisting of: event type, event subtype and textual description, which mentions basic information on the event. ACLED uses an event ontology consisting of 6 main event types, which are subdivided into 25 more fine-grained subtypes, listed in Table 1. Two examples of event descriptions for Abduction/forced disappearance and Peaceful protest events resp. are given below.

[1] A girl was kidnapped in Ain El Turk, Oran by unidentified individuals. Police managed to free the girl 3 days later.

The detailed definition of the ACLED event hierarchy is presented in (ACLED, 2019). We were able to extract from ACLED curated resources 614107 event triples, consisting of the type, subtype and short event description. We will refer to this corpus as ACLED-O (ACLED Original). This corpus was subsequently cleaned, through: (a) removing from the event descriptions quotation and similar non-content relevant characters, (b) removing too obvious markers that would artificially help the classifier such as initial phrases in the event descriptions indicating the specific event type or subtype, e.g. "Arrest!", and (c) filtering out event triples that contain event descriptions consisting of less than 20 characters (considered as non informative). We will refer to the resulting corpus as ACLED-C (ACLED Clean). Finally, we created a third version of the corpus to check if the mention of geographical names in an event description could impact the results of the classifier. We replaced in ACLED-C the occurrences of geographical names with a generic location tag, using the GeoNames[6] gazetteer. The resulting dataset will be referred to as ACLED-CG. The specific event type/subtypes and related statistics of the ACLED-C datasets are listed in Table 1.

The distribution of the length of event descriptions for the ACLED-C dataset is shown in Figure 1. We can observe that the length of the vast majority of the event descriptions is between 30 and 400 characters, which corresponds to the length of a title and 1-2 leading sentences in a news article reporting on an event. We have, however, observed some outliers with a length of more than 1000 characters.

---

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Event Subtype</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BATTLES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Armed clash</td>
<td>141871</td>
<td>23.19%</td>
</tr>
<tr>
<td></td>
<td>Government regains territory</td>
<td>6119</td>
<td>1.00%</td>
</tr>
<tr>
<td></td>
<td>Non-state actor overtakes territory</td>
<td>3965</td>
<td>0.65%</td>
</tr>
<tr>
<td><strong>EXPLOSION AND REMOTE VIOLENCE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chemical weapon</td>
<td>106</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>Air/drone strike</td>
<td>46222</td>
<td>7.56%</td>
</tr>
<tr>
<td></td>
<td>Suicide bomb</td>
<td>1775</td>
<td>0.29%</td>
</tr>
<tr>
<td></td>
<td>Shelling/artillery/missile attack</td>
<td>52716</td>
<td>8.62%</td>
</tr>
<tr>
<td></td>
<td>Remote explosive/landmine/IED</td>
<td>29514</td>
<td>4.83%</td>
</tr>
<tr>
<td></td>
<td>Grenade</td>
<td>3820</td>
<td>0.62%</td>
</tr>
<tr>
<td><strong>VIOLENCE AGAINST CIVILIANS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sexual violence</td>
<td>1770</td>
<td>0.29%</td>
</tr>
<tr>
<td></td>
<td>Attack</td>
<td>63121</td>
<td>10.32%</td>
</tr>
<tr>
<td></td>
<td>Abduction/forced disappearance</td>
<td>5953</td>
<td>0.97%</td>
</tr>
<tr>
<td><strong>PROTESTS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Peaceful protest</td>
<td>161829</td>
<td>26.46%</td>
</tr>
<tr>
<td></td>
<td>Protest with intervention</td>
<td>12636</td>
<td>2.07%</td>
</tr>
<tr>
<td></td>
<td>Excessive force against protesters</td>
<td>2617</td>
<td>0.43%</td>
</tr>
<tr>
<td><strong>RIOTS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Violent demonstration</td>
<td>27092</td>
<td>4.43%</td>
</tr>
<tr>
<td></td>
<td>Mob violence</td>
<td>23453</td>
<td>3.83%</td>
</tr>
<tr>
<td><strong>STRATEGIC DEVELOPMENTS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Agreement</td>
<td>1415</td>
<td>0.23%</td>
</tr>
<tr>
<td></td>
<td>Arrests</td>
<td>3518</td>
<td>0.58%</td>
</tr>
<tr>
<td></td>
<td>Change to group/activity</td>
<td>6112</td>
<td>1.00%</td>
</tr>
<tr>
<td></td>
<td>Disrupted weapons use</td>
<td>4641</td>
<td>0.76%</td>
</tr>
<tr>
<td></td>
<td>Headquarters or base established</td>
<td>589</td>
<td>0.10%</td>
</tr>
<tr>
<td></td>
<td>Looting/property destruction</td>
<td>6008</td>
<td>0.98%</td>
</tr>
<tr>
<td></td>
<td>Non-violent transfer of territory</td>
<td>1821</td>
<td>0.30%</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>2995</td>
<td>0.49%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td></td>
<td>611678</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: ACLED-C event corpus statistics: Number and percentage of event types and subtypes.

4. Experiments

4.1. Classification Tasks

In our research we were primarily interested in the fine-grained event classification vis-à-vis the subtypes enumerated in Table 1, which we call Event Subtype Classification. For the sake of completeness, and given the availability of the corpora introduced in the previous Section we also evaluated the performance of coarse-grained event classification, which will be referred to as Event Type Classification, in line with the terminology introduced in the ACLED corpus. In particular, we compared the results obtained on all three versions of this corpus, i.e., (ACLED-O, ACLED-C and ACLED-CG).

4.2. Approaches

We compare two main approaches to the Event Subtype/Type Classification, both using Support Vector Machine (SVM) model, where one is based on TF-IDF character n-grams features, and the other on exploiting various word embeddings as features for training the models. The SVM classification is ‘pairwise’ (One-Versus-One; OVO), meaning that a binary classifier is trained for each pair of classes and the class which receives most votes (highest count) is selected. This method of multi-class classification was favoured over One-Versus-Rest classification due to overall better results obtained. We chose an SVM classification approach following its widely-acknowledged strong performance on text classification tasks (Joachims, 1998; Yang and Liu, 1999; Qin and Wang, 2009; Ye et al., 2009; Chesney et al., 2017).
4.2.1. TF-IDF character n-gram approach
We follow a bag-of-words (BoW) model for extracting TF-IDF features from the character n-grams contained within each event description. We use an n-gram range between 3 and 5-grams. We exclude the n-grams occurring in less than 5 event descriptions. We observed during our experiments that these parameters could be slightly modified without important impact on the classification results. The vectorisation is implemented with L2 normalisation, in order to normalise for the number of expressions in each class, and sublinear TF calculations (which log-scales the TF counts). In contrast to the word embedding approaches described in the next section, here the dimensionality of the TF-IDF vectors varies depending on the training set size, and each event description is represented by a large sparse vector instead of the short full vector used in the word embedding representation. In the presented experiments, the TF-IDF vectors varied from 26 705, when using 0.5% of the training set, to 365 175 when using the full training set.

4.2.2. Word embedding-based approach
Word embeddings have proved to be an efficient method for solving various natural language processing tasks in recent years, enabling, in particular, various machine learning models that rely on vector representation as input to enjoy richer representations of text input while alleviating high-dimensionality issues. Formally, a word embedding is a function \( \text{Words} \rightarrow \mathbb{R}^{d} \) that maps words to real-valued vectors of a fixed dimension (Bengio et al., 2003). Many authors have reported that word embeddings perform surprisingly well for text classification tasks (Reimers and Gurevych, 2019). In our initial experiments we used the popular GLOVE, BERT and FASTTEXT embeddings.

GLOVE (Pennington et al., 2014) word embeddings are obtained through exploitation of aggregated global word-word co-occurrence statistics from a large corpus. For our experiments we used the pre-trained GLOVE 300-dimensional vectors trained on WIKIPEDIA and the English Gigaword corpus. To compute a GLOVE embedding for an event description we averaged the single GLOVE embeddings of all words contained in the event description.

BERT (Devlin et al., 2019) is a pre-trained transformer network (Vaswani et al., 2017), which can be used to extract word and sentence embedding vectors for various NLP tasks. The main difference vis-a-vis the classical word embeddings like WORD2VEC is the fact that BERT produces word representations that are dynamically informed by the words around them. For our experiments we exploited the pre-trained BERT multilingual (104 languages) cased model that produces 768-dimensional vectors. As with GLOVE, we averaged the single BERT embeddings for all words in each event description. We have chosen the averaging of the BERT vectors based on the relatively good results reported on 7 different classification tasks in (Reimers and Gurevych, 2019), which yielded on average almost identical results vis-a-vis exploiting the [CLS] special token output from a BERT transformer.

FASTTEXT embeddings (Mikolov et al., 2018) are based on a model where each word is represented as a bag of character n-grams, and the vector representing the word is constructed as the sum of the vectors for the character n-grams it consists of. In our experiments, we exploited the pre-trained 300-dimensional FASTTEXT vectors, trained on Common Crawl and Wikipedia (Grave et al., 2018) using CBOW with position-weights with character n-grams of length 5, and a window of size 5.

4.3. Experiment settings
For implementing the SVM models, we use Scikit-learn (Pedregosa et al., 2011), the machine learning library for Python. The SVM pairwise classification is implemented using Scikit-learn’s LinearSVC SVM classifier with the One-Versus-One wrapper (Pedregosa et al., 2011). We use 10-fold shuffle-split cross-validation, split 75% training and 25% testing for all experiments. The general approach was as follows: the corpus is randomly shuffled (with a constant random state initialisation value for reproducibility) 10 times, and each shuffled version is then separated for training and testing. With this method, it is not guaranteed that each fold will be different, but it is likely with sizeable data sets; nonetheless, we favour this technique over k-fold cross-validation as it maximises the training data available, even for the smallest event subtypes.

4.4. Evaluation Methodology
For the sake of evaluating the event classification performance we used the classical precision, recall, and \( F_1 \) metrics, which are formally defined as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\]
\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

\(^7\) https://catalog.ldc.upenn.edu/LDC2011T07
\(^8\) https://github.com/google-research/bert
\(^9\) https://commoncrawl.org/
\[ F_1 = \frac{2 \cdot \text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}} \]  

(3)

where \( TP, TN, FP \) and \( FN \) denote true positives, true negatives, false positives and false negatives respectively. To obtain a fine-grained picture, we evaluate both micro and macro versions of the introduced metrics and denote them with \( F_{\text{mic}}, P_{\text{mic}}, R_{\text{mic}}, F_{1\text{mic}}, P_{1\text{mic}}, R_{1\text{mic}} \), resp. While the micro versions calculate the performance from the individual true positives, true negatives, false positives and false negatives of the 25-class model, in macro-averaging, one computes the performance of each individual class separately, and then an average of the obtained scores. In other words, micro versions are indicators of the performance quality at the individual event level (biased by event type frequency), whereas the macro versions are indicators of the performance quality at the event type level disregarding the event type distribution.

4.5. Results

First, we evaluated the performance of the TF-IDF character \( n \)-gram based SVM on each of the three corpora, namely, ACLED-O, ACLED-C and ACLED-CG. The performance of the respective models is presented in Table 2. Given that there were no observable differences in performance on the three corpora, in particular between ACLED-C and ACLED-CG, all further experiments were carried out only on ACLED-C corpus.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( P_{\text{mic}} ), ( R_{\text{mic}} ), ( F_{1\text{mic}} )</th>
<th>( P_{\text{mac}} ), ( R_{\text{mac}} ), ( F_{1\text{mac}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACLED-O</td>
<td>0.924 0.924 0.924</td>
<td>0.884 0.816 0.845</td>
</tr>
<tr>
<td>ACLED-C</td>
<td>0.924 0.924 0.924</td>
<td>0.711 0.007 0.835</td>
</tr>
<tr>
<td>ACLED-CG</td>
<td>0.921 0.921 0.921</td>
<td>0.872 0.805 0.834</td>
</tr>
</tbody>
</table>

Table 2: Character \( n \)-gram-based SVM results on 75% of the ACLED-O, ACLED-C and ACLED-CG datasets

The micro and macro \( F_1 \) scores for the Event Subtype Classification task (fine grained classification) using different portions of the ACLED-C corpus for training and testing purposes (0.5%, 1%, 5%, 10%, 50% and 100%) are presented in Figure 4. In general, we can observe the same patterns as in the case of fine-grained event classification. In particular, TF-IDF character \( n \)-gram based model performs better (reaching max. 94.6% micro and 92.5% macro \( F_1 \) scores when using the entire corpus, GLOVE outperforming the other word embedding-based models with smaller amount of training data, etc. However, not surprisingly though, the main difference in this context are significantly higher micro and macro \( F_1 \) scores ranging from 78 to 85% and 68 to 77% resp. when training the models on a tiny portion of the data (i.e., 0.5% of the data, which corresponds to ca. 3K events). Similar results were obtained in the work reported in (Nugent et al., 2017) that compared the performance of similar-in-nature models trained and evaluated on comparable corpora in terms of its size.

4.6. Error Analysis

To get a better insight into the most frequent errors for the event subtype classification task we computed confusion matrices for the different approaches evaluated and concluded that the types of errors were similar across the different settings. Therefore, for the sake of completeness, we only present here the confusion matrix for the GLOVE-based SVM classifier, which is depicted in Figure 5.

We can observe from the confusion matrix that:

- classification of event subtypes within the Explosions and Remote Violence event type works best, i.e., true positive rate ranging from 82% to 95%.

- classification of event subtypes within the Strategic Developments and Riots main event types yields worst results on average, i.e., true positive rate ranging from 0.60% to 0.79%.

- most of the errors within the Battles, Riots and Protests main event types are due to mislabelling the event subtype with another subtype within the same main event type, which appears to be a logical consequence of small nuances of the definitions of the specific event subtypes and resulting high overlap of the respective vocabulary used in the event descriptions, e.g., Government regains territory versus Non-state actor overtakes territory scores, ranging from 71.8% to 77.4%, whereas obtaining macro \( F_1 \) scores above 60% requires at least 10 to 50% of the data (60-300K events) for the various word embedding-based models.
or Peaceful protest event subtype versus Protest with intervention,

- vast majority of errors in general is due to wrongly classifying the event subtype as Armed clash (in the first row of the matrix one can observe clashes for 23 subtypes with the aforementioned event subtype), followed by errors resulting from misclassification of the subtype as Attack, which is most likely due to the fact that armed clashes and attacks constitute ca. 23% and 10% of all events resp., and

- finally, some more prominent observable clashes between event subtype misclassifications that go beyond the same main event and are worth mentioning are the ones that potentially result from similar vocabulary used (small nuances in the definition), e.g., the two following event descriptions were mis-classified by all approaches. [1] was supposed to be of type Non-state actor overtakes territory but has been classified as Gov. regains terr. Instead, [2] was supposed to be of type Gov. regains terr but has been classified as Non-state actor overtakes territory.
Figure 4: Micro and Macro $F_1$ measure results for Event Type Classification on the different subsets of ACLED-C dataset.

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Micro F1</th>
<th>Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Abduction/forced disappearance</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Protests with intervention</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Chemical weapon</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Figure 5: The confusion matrix for Event Subtype classification using GLOVE word embeddings.

[1] on 25 january the ajdabiya shura council claimed to have retaken the 18 gate from the lna 21 border guards the gate southeast of the city was secured by the lna on 10 jan.

[2] rebels attacked the town of tin hama being held by gatia progovernment troops and briefly took over before the malian military intervened and chased the rebels out.
5. Conclusions

In this paper we reported on some preliminary experiments comparing various linguistically-lightweight approaches for fine-grained event classification based on short text snippets reporting on events. The results of our tests on a relatively large event corpus revealed that a TF-IDF-weighted character n-gram SVM-based model outperforms (reaching 83.5% macro and 92.4% micro F1 score) SVM models that exploit various of-the-shelf pre-trained word embeddings as features.

While the results reported in this paper are promising and the event description in the ACLED corpus used for the evaluation strongly resemble the headlines and leading sentences of news articles reporting on events, one can only hypothesize that similar results could be obtained on real news data. Also, there are other more complex ways of exploiting word embeddings using neural architectures that were not explored in this work. Therefore, in order to get a more in-depth insight and more complete picture we intend to explore the performance of other shallow learners, including non-linear SVM models, decision trees and deployment of other type of word embedding-based approaches too, e.g. Sentence-BERT embeddings (Reimers and Gurevych, 2019) and tuning thereof for the particular task at hand. Furthermore, future work might also encompass: (a) exploring ways to combine the TF-IDF character n-gram and word embedding-based approaches to boost the performance, and (b) studying the impact of the length of the event descriptions on the overall performance.

Furthermore, we intend to create two additional corpora: (a) one consisting of real news article snippets reporting on events in order to study whether one can obtain similar performance to the one reported in this paper, and (b) a multilingual version of the ACLED corpus in order to study the portability of the approaches across languages, benefiting in particular from the existence of pre-trained multilingual word embeddings, such as the ones we experimented with in this paper.

The ACLED-C dataset and the corresponding word embedding vectors that were computed and used for carrying out the experiments reported in this paper are accessible at https://jeodpp.jrc.ec.europa.eu/ftp/jrc-opendata/LANGUAGE-TECHNOLOGY/2020.annotated_event_dataset/ACLED-G_dataset/. The The ACLED-C dataset is also available as one file from http://piskorski.waw.pl/resources/acled/ALL.zip.
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Abstract

Previous efforts to automate the detection of social and political events in text have primarily focused on identifying events described within single sentences or documents. Within a corpus of documents, these automated systems are unable to link event references—recognize singular events across multiple sentences or documents. A separate literature in computational linguistics on event coreference resolution attempts to link known events to one another within (and across) documents. I provide a data set for evaluating methods to identify certain political events in text and to link related texts to one another based on shared events. The data set, Headlines of War, is built on the Militarized Interstate Disputes data set and offers headlines classified by dispute status and headline pairs labeled with coreference indicators. Additionally, I introduce a model capable of accomplishing both tasks. The multi-task convolutional neural network is shown to be capable of recognizing events and event coreferences given the headlines’ texts and publication dates.

Keywords: event data, event coreference resolution, event linking, political conflict

1. Introduction

The automation of political event detection in text has been of interest to political scientists for over two decades. Schrodt (1998) introduced KEDS, the Kansas Event Data System in the 1990s, an early piece of event coding software. Successors to KEDS include TABARI, JABARI-NLP, and now PETRARCH in its various incarnations (Schrodt, 2009; Schrodt et al., 2014). However, these tools rely primarily on performing pattern-matching within texts against dictionaries, limiting their ability to recognize singular events across multiple sentences or documents. This leads to unwanted duplication within event data sets and limits the types of detected events to those that are concisely summarized in a single line.

Social scientists have recently begun exploring machine learning-based approaches to coding particular types of political events (Beierle, 2016; Hürriyetoglu et al., 2019; Radford, 2019). However, these efforts still mainly focus on classifying events at the sentence or document level. In this paper, I propose an approach to event-coding that is able to detect singular events at both the document (headline) level as well as across documents. Therefore, this challenge is not only a classification task but also a coreference prediction task; headlines are classified as pertaining to events and multiple headlines referring to the same event are identified as coreferencing the event.

This two-part challenge mirrors real-world cross-document event coreference detection. The first task is the identification of relevant events among a corpus that contains relevant (positive) and irrelevant (negative) events. The second task is to identify event coreferences across documents. Multiple articles may refer to the same event, and there may be an arbitrary number of distinct events within the corpus. This second task is conceptualized as link prediction wherein a link between articles signifies that they refer to the same event.

Event linking, or coreference resolution, has been studied in the context of computer science and computational linguistics. This research is often framed within the larger problem of automated knowledge base population from text. Lu and Ng (2018) provide a review of research in this area over the previous two decades including discussion of standard data sets, evaluation methods, common linguistic features used for coreference resolution, and coreference resolution models. Notable datasets for coreference resolution include one built by Hong et al. (2016) using the Automated Content Extraction (ACE2005) corpus, a data set produced by Song et al. (2018) in support of the Text Analysis Conference Knowledge Base Population effort, and the EventCorefBank (ECB) and ECB+2 data sets (Bejan and Harabagiu, 2010; Cybulska and Vossen, 2014).

Advances in event linking also promise to enhance automated event data generation for social science applications. Event data sets like ICEWS, GDELT, and Phenix suffer from duplicate event records when single events are reported multiple times by multiple sources (Boschee et al., 2015; Leetaru and Schrodt, 2013; Althaus et al., 2019). Typically, duplicated records are removed via heuristics based on the uniqueness of event attribute sets. Event linking techniques may allow event data sets like to these to better represent complex phenomena (e.g., wars) that are described across multiple documents while avoiding the duplication problem.

The paper proceeds as follows. I first describe a novel data set designed to evaluate performance on cross-document event detection. I then introduce a model capable of both event detection and cross-document coreference prediction and evaluate its performance on out-of-sample data. The paper concludes with a discussion of the limitations of the evaluation data set and suggested directions for future research.

---

1 http://projects.ldc.upenn.edu/ace
2 http://www.newsreader-project.eu/results/data/the-ecb-corpus
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2. Data

I introduce here a task-specific evaluation data set referred to as the Headlines of War (HoW) data set. HoW takes the form of a node list that describes news story headlines and an edge list that represents coreference links between headlines. HoW draws headline and coreference data from two sources. The first is the Militarized Interstate Disputes data set (MIDS) version 3. MIDS provides a set of newspaper headlines that coreference interstate disputes. The New York Times (NYT) provides a second source of headlines that constitute the negative (non-coreferential) samples.

2.1. MIDS

MIDS is a standard in political science and international relations. It is published by the Correlates of War Project, an effort that dates to 1963 (Singer and Small, 1966). A MID is a collection of “incidents involving the deliberate, overt, government-sanctioned, and government-directed threat, display, or use of force between two or more states” (Maoz et al., 2019). As such, many MIDS, and the incidents they comprise, are macro-level events that may occur over an extended period of time and comprise many smaller events. For example, a number of ceasefire violations in Croatia in February, 1992, together constitute incident 3555003. 3555003 is one of many incidents that make up MID 3555, the Croatian War for Independence. MIDs and the incidents they comprise tend to be larger-scale than the events found in typical event data sets.

MIDS differs from automated event data in several ways. Automated event data sets (referred to here simply as “event data”) like GDELT, ICEWS, and Phoenix typically document discrete events that are easily described in a single sentence. This is due, in part, to the fact that the necessary coding software parses stories sentence-by-sentence and uses pattern-matching to identify the key components of an event within a given sentence. This leads to data sets that feature simple events and often include duplicate records of events. Failure to deduplicate led, in one case, to an incident in which a popular blog was forced to issue corrections due to the over-counting of kidnapping events in GDELT (Chalabi, 2014). Because it is coded manually, MIDS features more complex events than automated event data systems are capable of producing. MIDs comprise incidents, and incidents may (or may not) themselves comprise a number of actions that would each constitute their own entry in an automated event data set. Because each MID is coded from a number of news sources, duplication of disputes is not a concern; human coders are capable of mapping stories from multiple news sources to the single incident or dispute to which they all refer.

MIDS provides HoW with positive class labels (i.e., headlines associated with MIDs) and positive coreferences (pairs of headlines associated with common MIDs). I use the third version of MIDS due to the availability of a subset of the source headlines used to produce the data set (Ghosn et al., 2004).4

2.2. The New York Times

Negative samples, headlines not associated with militarized interstate disputes, are drawn from The New York Times for the same period as that covered by MIDs 3.0: 1992–2001. NYT headlines and their associated sections (e.g., World, US, Sports, ...) are available from https://spiderbites.nytimes.com. HoW contains only samples from the World section. This is to ensure that the resulting task is sufficiently difficult. Articles drawn from the World section are more likely to mirror the MIDs headlines in tone and substance; distinguishing between MIDS headlines and NYT World headlines should, therefore, be more difficult than it would be if articles from all sections were sampled.

2.3. Putting it Together: HoW

The HoW data are partitioned into three parts: training, validation, and testing. Partitioning is performed by year to make it unlikely that a single MID incident’s reference headlines are found across all three partitions. An unfortunate consequence of doing so is that it is difficult to control

---

4The source data are available at https://correlatesofwar.org/data-sets/MIDs. An effort to update HoW with MIDS version 4 headlines is underway.

5MIDS 3.0 only includes those conflicts from 1992 that were ongoing in 1993. For simplicity, NYT headlines are sampled from January 1, 1992.
the relative sizes of each partition. MID incidents are not evenly distributed across years, and so the validation set is smaller (in terms of headline-pairs) than the training set, which is, in turn, smaller than the testing set.

Summary statistics for each partition of HoW are given in Table 1. Not all MIDs and MID incidents during the relevant time periods are included. This is due to the fact that the MIDS source data do not report headlines for all incidents. In many cases, page numbers and sections numbers are provided in lieu of the headline text itself. Therefore, HoW contains a total of only 18 unique MIDs (with one appearing in two partitions) and 36 unique incidents.

Each partition comprises a node list and an edge list. The node list contains the headline text, publication date, associated MID identifier and incident identifier (if applicable), and an indicator of whether the headline is a positive (MID) sample or a negative (NYT World) sample. The edge list includes positive links between headlines if they refer to the same MID incident along with a sample of negative links drawn randomly from NYT World and MIDS headlines. Therefore, a single MID incident is represented in the edge list by a fully-connected subgraph of headlines.

Figure 1 depicts the distribution of headline lengths, in words, for each of the HoW subsets. The average headline length is just under nine words.

### 3. Modeling Strategy

To demonstrate that HoW presents a tractable pair of tasks, I describe a model capable of accomplishing, to a degree, both headline classification and link prediction on the data set. The model is a multi-task neural network that takes as input numerical representations of two headlines and the reciprocal of \(1 + (\Delta \text{publication dates})\). The model then predicts the MID status of both headlines, \(\text{headline}_a\) and \(\text{headline}_b\), and whether or not the headlines refer to the same MID incident.

#### 3.1. Preparing the Headlines

The first step of modeling is to remove all punctuation from the headlines’ texts. For convenience, headlines are zero-padded such that they are all of equal length. Headlines are then tokenized and word vectors are substituted for each token if a word vector cannot be obtained for a given token, that token is simply dropped.

Pre-trained word vectors are obtained from Facebook’s fastText (Mikolov et al., 2018). FastText is selected because it is able to produce word vectors for out-of-sample words—those that it has not previously seen. Word vectors are length 300 real-valued vectors that represent words in such a way that semantically and syntactically related words share similar vectors.

#### 3.2. Model Architecture

The model itself comprises a single convolutional layer of size \(300 \times 15 \times 3\) and three dense, fully-connected layers for predicting MID status and coreference status. For a given input pair, the model outputs three predictions:

\[
Pr(a = \text{MID}|\text{headline}_a) \\
Pr(b = \text{MID}|\text{headline}_b) \\
Pr(\text{coref}(a, b)|\text{headline}_a, \text{headline}_b, \Delta \text{date})
\]

where \(\text{coref}(a, b)\) indicates that \(\text{headline}_a\) and \(\text{headline}_b\) refer to the same MID incident and \(\Delta \text{date} = 1/(1 + |\text{date}_a - \text{date}_b|)\). The overall model architecture is depicted in Figure 2. The model contains 13,537 trainable parameters, 13,515 of which are in the convolutional layer.

The intuition behind the model is as follows. MID classification should be the same task regardless of whether the input headline is \(a\) or \(b\). Therefore, the convolutional layer and subsequent densely-connected layer are shared between the two. Combined, this outputs a predicted probability that a given headline describes a MID incident. Af-

---

6 When a word vector cannot be obtained for a given token, that token is simply dropped.
ter the convolutional layer and an element-wise maximum value pooling layer, the dot product of the hidden states representing $\text{headline}_a$ and $\text{headline}_b$ is computed; this represents the similarity of the two headlines. This value is multiplied by the predicted probabilities that each headline represents a MID incident as well as by a linear function of the time difference (in days) between the two headlines. A sigmoid activation is applied to this product; this value represents the probability of a MID incident coreference between $\text{headline}_a$ and $\text{headline}_b$. Therefore, MID incident coreferences are most likely when the model predicts that both $\text{headline}_a$ and $\text{headline}_b$ describe MID incidents, when the hidden state representations of those headlines are most similar, and when the publication date difference between the headlines is small.

3.3. Training Procedure

The model is trained for 100 epochs on batches of 64 training samples. The validation set is used for parameter tuning. The testing set remains unobserved until the final model is selected. Because the model must predict three binary responses, the loss function is the unweighted sum of the three binary cross-entropy terms given in Equation 1. The model is fit using Nadam, a variant of the Adam optimizer with Nesterov momentum (Dozat, 2016).

$$
\text{Loss} = -\sum_{i=0}^{\text{headline}_a} y^i_{\text{headline}_a} \log(\Pr(a = i)) - \sum_{j=0}^{\text{headline}_b} y^j_{\text{headline}_b} \log(\Pr(b = j)) - \sum_{k=0}^{\text{coref}(a,b)} y^k_{\text{coref}(a,b)} \log(\Pr(\text{coref}(a,b) = k))
$$

(1)

This model is similar in some aspects to the one introduced by Krause et al. (2016). Major differences include the use of fastText vectors here rather than word2vec vectors, the requirement in this model that it not only identifies coreferential headlines but also that it discriminates between events and non-events, and the lack of additional contextual information about event pairs.

3.4. Task Evaluation

Tasks 1 and 2 are both conceptualized as binary classification and therefore a number of evaluation metrics are available. Here, I report classification accuracy\(^a\), precision\(^b\), recall\(^c\), and the area under the receiver operating characteristic curve (AUC) for both tasks. Due to class imbalance, I also report BLANC scores to better capture model performance among event links and non-links (Recasens and Hovy, 2011). The equivalent statistics, referred to as macro averaged precision, recall, and $F_1$-score, are reported for MID classification.

In out-of-sample evaluation (i.e., validation and test set performance) I use no information about the headline classes.

\(^a\)Krause et al. (2016) include type compatibility, position in discourse, reals match, and argument overlap.

\(^b\)\(\text{headline}_a\) classified correctly

\(^c\)\(\text{headline}_b\) classified correctly

\(^d\)\(\text{headline}_a \) and \(\text{headline}_b\) in different training example pairs.

$$
F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
$$

Table 2: Performance statistics across partitions of HoW. Positive class (a and c) indicates an occurrence of a MID incident or a MID incident coreference, respectively. Macro average and BLANC (b and d) indicate that the reported statistics have been averaged across classes with each class having been assigned equal weight.

<table>
<thead>
<tr>
<th></th>
<th>Headline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MID Pr</td>
</tr>
<tr>
<td>False</td>
<td>0.91 Serbs Advance in Kosovo, Imperiling...</td>
</tr>
<tr>
<td>True</td>
<td>0.90 Feuding factions meet in Congo...</td>
</tr>
<tr>
<td>False</td>
<td>0.87 Significant Rwandan troop movement ...</td>
</tr>
<tr>
<td>True</td>
<td>0.87 Serbs Stone Albanians in Divided Ko...</td>
</tr>
<tr>
<td>False</td>
<td>0.86 Zimbabwean troops deployed in Congo...</td>
</tr>
<tr>
<td>True</td>
<td>0.85 Attack in Baghdad...</td>
</tr>
<tr>
<td>False</td>
<td>0.83 Clashes in Zimbabwe...</td>
</tr>
<tr>
<td>True</td>
<td>0.82 Zimbabwe wins major battle in Congo...</td>
</tr>
<tr>
<td>False</td>
<td>0.80 Kabila moving against rebellious tr...</td>
</tr>
<tr>
<td>False</td>
<td>0.80 U.S. Cutbacks in Yemen...</td>
</tr>
</tbody>
</table>

Table 3: Top ten headlines with respect to predicted probability of describing a MID.

(MID incident versus non-incident) or coreferences. In other words, link predictions are conditioned on the texts and publication dates of headlines only and not on the MID status of a given headline.

4. Results

I turn now to an assessment of the model’s performance on both tasks: MID classification at the headline level and coreference prediction between pairs of headlines. In this analysis, only $\text{headline}_a$ results are included when assessing MID classification. This is to prevent unintentional repeat counting of headlines that appear as both $\text{headline}_a$ and $\text{headline}_b$ in different training example pairs.

The model achieves high precision for coreference predic-
Table 4: Selected headlines from Figure 3

<table>
<thead>
<tr>
<th>ID</th>
<th>Headline</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Sudanese plane bombed Ugandan town aid...</td>
</tr>
<tr>
<td>B</td>
<td>uganda condemns sudanese air attack...</td>
</tr>
<tr>
<td>C</td>
<td>One Dies as Navy Jets Collide Off Turkey...</td>
</tr>
<tr>
<td>D</td>
<td>U.S. to Change Strategy in Narcotics Fig...</td>
</tr>
<tr>
<td>E</td>
<td>Heading for an African War...</td>
</tr>
<tr>
<td>F</td>
<td>DRC gun running a rumour...</td>
</tr>
<tr>
<td>G</td>
<td>Rwanda needs and will get a buffer zone...</td>
</tr>
<tr>
<td>H</td>
<td>Farmers Protest Against Fox in Mexico Ci...</td>
</tr>
<tr>
<td>I</td>
<td>South Koreans Challenge Northerner on U...</td>
</tr>
</tbody>
</table>

Figure 3: Predicted coreferences (edges) between headlines (nodes). White nodes are true MIDS headlines; black nodes are NYT World headlines. The central cluster primarily corresponds to MID incident 4339. The A-B pair corresponds to MID incident 4248003.

5. Discussion

The HoW data set comes with a number of caveats discussed below. The negative sampling is performed by first subsetting MIDS 3.0 into the training, testing, and validation sets. Then, negative samples are picked at a rate of 5 to 1 for every positive MID story pair (i.e., edge). This scale factor is selected arbitrarily and results in a sparse graph. Many negative samples describe MIDs themselves and should not be labeled as negative. No negative samples have been manually corrected and at least some false negatives can be expected. Negative samples are drawn only from the NYT World section while the MIDS 3.0 headlines are drawn from many diverse (English language) sources. Unfortunately, a representative corpus of headlines for negative sampling was unavailable at the time of writing.

Not all sources in MIDS are documented with enough specificity to identify the relevant headline. Some MID incidents only reference a section or page number and not a headline. A future step in the development of HoW will seek to identify the original source data for MID incidents that currently lack headline text to improve the coverage of MIDs over the period in question. Longer-term, additional data sources may provide event types beyond MIDs and therefore allow researchers to evaluate the out-of-class generalizability of cross-document event detection methods. In the near term, the more comprehensive headline data set for MIDS 4 (2002–2010) is being used to extend HoW and address the high proportion of missing MID incidents in HoW.

The decision made here was to partition HoW by date. This has the advantage of offering a simple explanation of how the partitions differ from one another: they cover distinct date ranges. It also allows researchers to consider the impact of the temporal proximity of two headlines on their likelihood of being associated with the same event. In that way, date-based partitioning imitates the likely real-world

---

12 Because these non-MID headlines are from NYT, they are not associated with a MID in HoW. I hope to reduce false negatives in future iterations of HoW.

13 While a negative sampling ratio of 5 to 1 is chosen arbitrarily, it does follow the standard in the literature for negative sampling skipgram models like word2vec (Mikolov et al., 2013).
scenario of cross-document event detection: near real-time monitoring. However, it also means that models fit to the training data set may generalize poorly to the testing data set since the testing data set represents events from up to five years later in time. Partitioning by time in such a way makes it difficult to control the number of positive-class observations per set. Down-sampling headlines from MIDS may help to manage partition balance but at the cost of even fewer positive MID headline examples.

6. Conclusion

HoW offers a novel evaluation data set for researchers interested in automated event data and coreference resolution. Conceptualizing event data generation as a two-task problem of detection and coreference resolution will allow future efforts to better identify complex social phenomena that may otherwise be invisible given existing sentence and document-level event coding strategies. It also has implications for deduplication: the ability to automatically detect event coreferences across documents may help to reduce the number of duplicate event records that result from coverage across multiple sources. Future efforts should seek to build on HoW by including multiple classes of events or incidents. Additionally, strategies for identifying true negative samples rather than relying on the assumption that all non-MIDS headlines are negative samples will help to more precisely evaluate model performance.
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Abstract
This paper presents the conflict event modelling experiment, conducted at the Joint Research Centre of the European Commission, particularly focusing on the limitations of the input data. This model is under evaluation as to potentially complement the Global Conflict Risk Index (GCRI), a conflict risk model supporting the design of European Union’s conflict prevention strategies. The model aims at estimating the occurrence of material conflict events, under the assumption that an increase in material conflict events goes along with a decrease in material and verbal cooperation. It adopts a Long-Short Term Memory Cell Recurrent Neural Network on country-level actor-based event datasets that indicate potential triggers to violent conflict such as demonstrations, strikes, or elections-related violence. The observed data and the outcome of the model predictions consecutively, consolidate an early warning alarm system that signals abnormal social unrest upheavals, and appears promising as an approach towards a conflict trigger model. However, event-based systems still require overcoming certain obstacles related to the quality of the input data and the event classification method.

Keywords: Early Warning System, actor-based event datasets, conflict prevention

1. Introduction
Quantitative modelling studies aiming to predict future conflicts, consider the number of casualties as a proxy for conflict intensity, using datasets such as the Armed Conflict Location & Event Data (ACLED) and Uppsala Conflict Data Program/Peace Research Institute Oslo (UCDP/PRI) (Hegre et al., 2013; Szayna et al., 2017; Halkia et al., 2020). While the correlation between conflict intensity and the number of battle casualties is plausible, it does not consider conflict development stages (Qiao et al., 2017), as well as the complexity of events like protests, demonstrations, election violence, or even tension relief events such as diplomatic cooperation.

The Peace and Stability team at the European Commission’s Joint Research Centre has developed a conflict event modelling algorithm (Halkia et al., 2019), which unlike the original structural conflict risk model based on statistical regressions (Halkia et al., 2017b, a, 2020), integrates and disentangles every stage of the conflict development or de-escalation cycle.

In this paper, we discuss two available news media datasets tested for this experimental conflict event model and their limitations: (i) the Global Data on Events Location and Tone (GDELT) project and (ii) the Integrated Crisis Early Warning System (ICEWS) Dataverse dataset. Both are based on the Conflict and Mediation Event Observations Event and Actor Codebook (CAMEO) classification.

The CAMEO codebook classifies event data in four primary classes, called QuadClass, i.e. verbal cooperation (Q1), material cooperation (Q2), verbal conflict (Q3), and material conflict (Q4). These primary classes are subdivided into 20 major categories and several sections, so as to create a detailed classification scale (Schrodt, 2012), following the typical evolution stages of social unrest; appeal, accusation, refuse, escalation, and finally protests/riots (Qiao et al., 2017). Social unrest events, that initially start as a demonstration to the public or the government, often escalate into general chaos, resulting in violence, riots, sabotage, and other forms of crime and social disorder. The Deep Learning (DL) methodology adopted to model the actor-based conflict events is a Long-Short Term Memory (LSTM) Cell Recurrent Neural Network (RNN). Besides this DL model, we have set up an early warning alarm system to signal abnormal social unrest upheavals.

Although the experimental conflict event model, through the DL and early warning alarm, is able to predict the materialization of a conflict on a monthly basis, event-based systems require supplementary research to offset the databases’ shortcomings, such as automated data validation, new classifiers and dictionaries.

Section 2 presents the various datasets and their limitations; Section 3 explains the model and methodology proposed for the experimental conflict event model, whereas Section 4 presents the results. Finally, Section 5 and 6 respectively discuss the model’s feasibility and steps forward.

2. Event Datasets Using the Conflict and Mediation Event Observations Event and Actor Codebook (CAMEO) Classification
The Global Database of Events, Language, and Tone Project (GDELT) and the Integrated Crisis Early Warning System, actor-based unrest events tourism.
System (ICEWS) Dataverse (ICEWS) are arguably the largest currently available event data collections in social science, which gather broad amounts of news items from various sources around the world. During their brief existence, they have been among the most influential datasets in terms of their impact on academic research and policy advice. In order to fulfill the purposes of this paper, we investigate the use of these two news media datasets as possible inputs for the experimental conflict event model and discuss their limitations.

2.1 Global Database of Events, Language, and Tone (GDELT) Project

The GDELT project is an on-going attempt to monitor print, broadcast web news media in over 100 languages from all over the world, almost real-time (GDELT, 2019). It is worth emphasizing that the GDELT dataset is updated every 15 minutes, meaning that there is a continuous flow of records integrating the database.

So far, researchers rarely aim at utilizing GDELT to make predictions about social unrest and only a few scholars have conducted predictions using GDELT, as it has been criticised for abundant duplicate returns. Alikhani (2014) attempted to use GDELT with linear regression models, while Yonamine (2013) studied the dataset for time series forecasting. More recent papers use GDELT for frequent subgraphs mining (Qiao et al., 2017) or artificial intelligence applications (Smith et al., 2018).

To our knowledge, one study has used the GDELT data to measure conflict intensity (Levin, Ali & Crandall, 2018). In their article, however, Levin, Ali and Crandall consider the monthly time series of the absolute number of events occurring in the CAMEO Q1 subclasses or take a MaxMin normalization over their time series (i.e. normalization between zero and one based on the minimum and maximum values in the time series of each country). This conflict event modelling approach presented here, additionally evaluates the increase in the proportion of the various QuadClasses over the total number of events. Although the absolute and normalized number of events under each CAMEO QuadClass are giving important information, the conflict cycle development is better captured in its entire complexity when considering the analysis in proportions.

The major shortcoming of the GDELT project is the fact that the monitoring is based on simple keywords, which may lead to a collection of irrelevant records (noise). Furthermore, the automated codebook algorithm is not publicly available, which does not allow investigation on the source of potential errors in the news classification. However, as the source URL is given, we can undertake sample validation tests in order to detect misclassified events.

2.2 Integrated Crisis Early Warning System (ICEWS) Dataverse

The ICEWS program is a comprehensive, integrated, automated, generalizable, and validated system to monitor, assess, and forecast national, sub-national, and internal crises (Lockheed Martin, 2019). ICEWS has been discussed in the conflict prediction research literature (Tiku, Carment & Samy, 2013; Ward et al., 2013; Yonamine, 2013) as well as in relation to the coding of political events (Schrodt & Van Brackle, 2013).

The ICEWS program is temporally restricted as it scans news on a daily basis only since October 2018 and on a monthly basis since 1995. No data is available before 1995. Another limitation is that validating event classification is cumbersome and does not facilitate identifying the source of the record for the analyst. Hence, the cost of the validation effort is disproportionate.

According to Ward et al. (2013), who compared the GDELT and ICEWS datasets, “it is clear that both databases pick up major events remarkably well. The volume of GDELT data is very much larger than the corresponding ICEWS data [...] It seems clear, however, that GDELT over-states the number of events by a substantial margin, but ICEWS misses some events as well”.

3. Methodology

3.1 Deep Learning Event based Modelling

Most of the social unrest events, that initially start as a public demonstration against the government, often escalate into general chaos, resulting in riots, sabotage, and other forms of crime and social disorder (Qiao et al., 2017). Predicting these events can therefore be formulated as a sequence classification problem that identifies any possible stage of events that potentially lead to social unrest.

The proposed event-based model built upon the CAMEO classification to predict social unrest assumes that an increase in material and verbal conflict events goes along with a decrease in material and verbal cooperation. CAMEO classifies significant occurrences of supportive statements, requests and engagements in diplomatic cooperation as Verbal Cooperation (Q1), while collaborative investigations, engagements in material cooperation, and provision of aid as Material Cooperation.

(Phoenix) up to 2015), and limited sources (e.g. Cline Center Historical Phoenix Event Data).

---

1There are more available datasets but we cannot overcome their present limitations i.e. limited time series (e.g. Phoenix_RT from Oct. 2017 to today, Cline Center Historical Phoenix Event Data).
time series forecasting and supervised time series learning (Bakker, 2002), areas in which classical linear methods fail to adapt to multivariate or multiple input forecasting problems.

Taking into account the update frequency of both the GDELT and the ICEWS datasets, we have aggregated the data by month for both datasets to be able to compare the results of the probability estimates of a conflict event for the same period. Next, we transformed the absolute number of articles of each major category and QuadClass into proportion of the total number of articles. We consider as independent variables all the 20 major categories and the 4 QuadClasses as defined in the CAMEO and applied on the GGELT and ICEWS datasets. By doing so, we provided as input to the model 24 independent variables as time-month records per country.

We have filtered the GDELT dataset to include only the available information after 1989, which is the starting year of the original GCRI input values, enabling a comparative analysis of the results obtained in the respective models.

In a fourth step, we create our model by using a random sample consisting out of 50% of the available dataset as a training set and the remaining 50% as the testing/controlling one. Having a testing and a training sample makes it possible to control and validate the accuracy of the model. We define the LSTM model with 50 neurons in the first hidden layer and with 1 neuron in the output layer for predicting the future. The model consists of 191 separate models, one per each country included in the analysis. We then use the Root Mean Square Error (RMSE) to validate the accuracy of the model2. The model will be fit for 500 training epochs with a batch size of 72.

3.2 Conflict Risk Alarm System (CRA-S) Configuration

Through the DL model’s capacity to predict the future proportion of conflict or cooperation related events in a country, we have set up a Conflict Risk Alarm System (CRA-S). The CRA-S signals social unrest upheavals (an abnormal increase in the proportion of the Qs, Qs+1) or the media pressure variations (increase or decrease in the total number of events mentioned as Qs, Qs, Qs or Qs, where x stands for the point in time). This allows policy makers to implement short-term preventive actions to mitigate conflict exacerbations at an earlier stage of the conflict development cycle.

The CRA-S functions can be detailed as follows: First, we aggregate the events recorded in each of the two databases per month. Next, we compute the monthly amount of news

---

2 The root mean square error (RMSE) has been widely used as a standard statistical metric to measure model performance in various studies (Chai, Chai & Draxler, 2014). In order to validate the accuracy of the model we lagged the dataset by a month, so the prediction refers to the last available month.
articles reported in each QuadClass (Q1, Q3, Q4, and Q2) with respect to the total number of articles per month. Finally, we compute a 95% Confidence Interval (CI) to estimate the significance of the local maxima in the increase of the total number of events. The CI was computed for a 3 and 6-month moving window. In the case of a 3-month moving window, we only take the events of the past 3 months into consideration to calculate the local maxima in conflict events and the CI.

The calculation of different time windows gives the opportunity to evaluate the predictions performance under different timeframes (see results in 4.2). Doing so, we can have an alarm for the cases in which the prediction of our model is out of the bound of the 95% CI, which means that the prediction is a real local max and the increase in the tension in a given country is significant.

3.3 Ranking of Countries based on CRA-S

In order to rank the countries in the most appropriate way, we compute the rate of change between the Q4 of the current month and the Q4 of the previous one (here called delta classification). Hence, the rate of change is

$$\Delta Q_4 = \frac{Q_{4x} - Q_{4x-1}}{Q_{4x-1}}$$

where $Q_{4x}$ is the proportion of the Q4 for the current month and $Q_{4x-1}$ is the proportion of the Q4 for the previous month. Based on this rate, we rank the countries so as the country with the highest increase in the Q4 ($\Delta Q_4$) will be first and the country with the highest decrease will be the last. In case the Q4 is a local max, meaning that the increase in the current value of the Q1 is significant, we have set an alarm following the same methodology as described in the section 3.2.

To the initial country ranking, we further add a set alarms (value 0 or 1 if true) that consist of the following parameters:

- **Alarm 1**: The proportion of the Q4 ($Q_{4x}$) for the current month is a local max, meaning that the increase is significant and out of the 95% CI that we have calculated for the x-month moving window.
- **Alarm 2**: The total absolute number of the events mentioned (current values) is a local max.
- **Alarm 3**: The proportion of the predicted values of the Q4 ($Q_{4x+1}$) for the next month is a local max.

Using these parameters, we re-rank the countries according to the following rules:

- **Initial ranking**: The initial ranking is based on the $\Delta Q_4$.
- **Rule 1**: If all three alarms in a country signal at the same time, this country will be re-ranked as first. In case there is more than one country, we keep the delta classification from the initial ranking.
- **Rule 2**: If two of the alarms in a country signal at the same time, this country will be re-ranked just after the countries that have three alarm signals. In case there is more than one country, we keep the delta classification from the initial ranking.
- **Rule 3**: If one of the alarms in a country signals, that country will be re-ranked just after the countries that have two alarm signals. In case there is more than one country, we keep the delta classification.
- **Rule 4**: The remaining countries with no alarm signals are ranked thereafter by keeping their initial ranking ($\Delta Q_4$).

Taking into account the presence or absence of the abovementioned alarms reflecting different time windows the analyst has a choice in either summarising the news, having long term predictions or a more detailed overview of the situation. As a result, we create a classification method based on a system of three different alarms, taking into account both the absolute and the relative number of events per country.

4. Results

4.1 Deep Learning Root Mean Square Error (RMSE) and Model Predictions

The results of running the LSTM RNN model for five study cases and two databases are listed in the last column of Table 1 for March 2019. To see how accurate our model predictions are in estimating the percentage of material conflict events (Q4 of the CAMEO classification) in percentage of the overall events, we measure the Root Mean Square Error (RMSE)\(^3\) of the model, which is the standard deviation of the residuals (prediction errors).

<table>
<thead>
<tr>
<th>Country</th>
<th>Dataset</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Libya</td>
<td>ICEWS</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>GDELT</td>
<td>0.089</td>
</tr>
<tr>
<td>Sudan</td>
<td>ICEWS</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>GDELT</td>
<td>0.041</td>
</tr>
<tr>
<td>Egypt</td>
<td>ICEWS</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>GDELT</td>
<td>0.059</td>
</tr>
<tr>
<td>Maldives</td>
<td>ICEWS</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>GDELT</td>
<td>0.071</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>ICEWS</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>GDELT</td>
<td>0.063</td>
</tr>
</tbody>
</table>

\(^3\) RMSE is a measure of how spread out the residuals are. In other words, it tells you how concentrated the data is around the line of best fit.
Table 1: RMSE for March 2019 per dataset

As reported in Table 1, the RMSE using the GDELT data is the lowest in all the case studies. In other words, the predictions based on this dataset are closer to the observed values. We postulate that due to the limited data availability (1995-2019) in the ICEWS database, the model using the GDELT data is more precise and accurate.

4.2 Early Warning Alarm System Predictions and Accuracy

In this part of the paper, the results of the early warning alarm system (an abnormal increase in the proportion of Q4 – material conflict events) are presented for five case study scenarios and two databases. As we described above, an alarm is given in case there is an extraordinary increase in the predictions out of the 95% CI we have set for two local maxima in respectively a 3-month and a 6-month window from the case study event.

In Table 2, we report whether or not the model gives us an alarm for the Arab spring in Libya and Egypt, the Sudanese protests, the political crisis in the Maldives in 2018, and the Nicaraguan protests the same year. For this experiment, we have pre-filtered the GDELT dataset in order to obtain more reliable input data. Based on our GDELT validation (Halkia et al. 2019), we have set a filter on 100 mentions per article. In other words, when the filter is applied, only articles that have been mentioned more than 100 times are included in that part of the analysis (GDELT100 in Table 2). This has been done to remove information noise in the GDELT database, hypothesizing that if an event really happens, it should be reproduced by more than one media source and in more than one article. We are aware that this may lead to the exclusion of important information in countries where local press is being repressed and international media has only a limited interest. However, the inclusion of all available information within the GDELT database affects significantly the results.

Table 2: Sample validation of the predictions based on past events.

In Table 2, we can observe that the ALARM rang for Libya’s Arab Spring using the GDELT dataset (either filtered or unfiltered), while the model predicted the 2018-19 Sudanese protests and the Start of Arab spring in Egypt using the filtered GDELT data. In contrast, the ICEWS dataset could only predict the 2018-2019 Nicaraguan protests. Overall, using the filter improves the reliability of the GDELT database and enhances the model towards more accurate predictions. In addition, the 3-month and 6-month window estimations render similar predictions, demonstrating that both time frames report equal results.

5. Discussion

In this paper, the experimental conflict event model, which is based on country-level actor-based event data, signalling a potential trigger (including demonstrations, strikes, election violence, etc.) to violent conflict, has been discussed, along with its present shortcomings.

The experiment presented here, using an LSTM RNN model to predict the materialization of a conflict, demonstrates that the GDELT is potentially the most comprehensive database, probably due to the amount of available information, despite all its limitations, including information noise. However, in some cases (islands and small countries), where the reporting is limited, social upheaval prediction may be challenging.

Nevertheless, many provisions must be added to any method using the GDELT database in order to render it accurate and effective. The LSTM RNN model we propose, one of the most advanced neural networks for modelling temporal sequences and their long-range dependencies, performs well and is able to handle time series data and classify each event based on historical information. While the absolute number of events informs of a significant escalation or de-escalation of tension in a given country, the normalized number of events provides information on the relative significance of the occurrence to preceding ones. The proportions taken by different types of events complete the picture on how a conflict is escalating.

\[\text{Table 1: RMSE for March 2019 per dataset}\]

<table>
<thead>
<tr>
<th>ISO3</th>
<th>Date</th>
<th>Dataset</th>
<th>3-month local max</th>
<th>6-month local max</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBY</td>
<td>Feb 2011</td>
<td>GDELT</td>
<td>ALARM</td>
<td>ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GDELT100</td>
<td>ALARM</td>
<td>ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICEWS</td>
<td>NO ALARM</td>
<td>NO ALARM</td>
</tr>
<tr>
<td>SDN</td>
<td>Dec 2018</td>
<td>GDELT</td>
<td>NO ALARM</td>
<td>NO ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GDELT100</td>
<td>ALARM</td>
<td>ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICEWS</td>
<td>NO ALARM</td>
<td>NO ALARM</td>
</tr>
<tr>
<td>EGY</td>
<td>Jan 2011</td>
<td>GDELT</td>
<td>NO ALARM</td>
<td>NO ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GDELT100</td>
<td>ALARM</td>
<td>ALARM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICEWS</td>
<td>NO ALARM</td>
<td>NO ALARM</td>
</tr>
</tbody>
</table>

4 We are not able to do the same filtering for ICEWS due to dataset limitations (no available URL).
stagnating or de-escalating from month to month. Finally, the local maxima modelling gives us the possibility to have an early warning system, which informs the policy makers in case of an abnormal increase in the tensions in a given country.

The results indicate that the model is able to correctly predict social upheaval in countries where there is available information on news (Libya, Sudan, Egypt). In contrast, for the cases where there is very little or no available information (Nicaragua, Maldives), the model fails to detect upheavals. The next steps to further evaluate the performance and robustness of the model will consider a k-fold cross validation and an ANOVA (ANalysis Of Variances) analysis.

6. Conclusions
This paper presented the data driven limitations of the experimental conflict event model, developed at the Joint Research Centre of the European Commission.

The proposed model integrates and identifies every stage of the conflict development or de-escalation in its entire complexity, including internationalized contentious action. Using country-level actor-based event datasets that signal potential triggers to violent conflict such as demonstrations, strikes, or elections-related violence, the model aims at estimating the occurrence of material conflict events, under the assumption that an increase in material conflict events goes along with a decrease in material and verbal cooperation.

The DL methodology used to model the conflict events is a Long-Short Term Memory (LSTM) Cell Recurrent Neural Network (RNN). These models are well-suited to classify, process and make predictions based on time series data and forecast near future events. Besides this DL model, we have set up an early warning alarm system to signal abnormal social unrest upheavals.

Two potential datasets and their limitations, that follow the CAMEO political event coding classification, were discussed in this paper: (i) the Global Data on Events Location and Tone (GDELT) project and (ii) the Integrated Crisis Early Warning System (ICEWS) Dataverse dataset.

Even though the DL and early warning alarm seem to be able to predict the materialization of a conflict in the near future, the analysis of the results conveys that implementing the GDELT or ICEWS as an input to the experimental conflict event model requires overcoming certain obstacles. Firstly, the automated codebook algorithm is not publicly available for GDELT, which does not allow investigation on the source of potential errors in the news classification. Secondly, the ICEWS data sources are not publicly available, so validation is not facilitated.

Common issues need to be resolved in both datasets: false positive rates, duplication rates, geographical or socioeconomic biases, “media fatigue”, particularly in conflict zones.

The Europe Media Monitor (EMM) event dataset could be a promising alternative in the near future, but it could not be tested at this stage, because it is not based on the CAMEO classification methods. The Political Language Ontology for Verifiable Event Records (PLOVER) dictionary could replace the existing CAMEO codebook and provide new categories such as elections. However, it is not available yet. A new automated codebook algorithm could be a potential solution to overcome both obstacles created to the GDELT dataset and the present classifiers.

To conclude, the experimental conflict event modelling methodology applied on the GDELT dataset presently gives policy makers the possibility to observe on escalating or de-escalating situations in a country on a monthly basis. However, event-based systems will require supplementary research to offset the databases’ shortcomings, such as automated data validation, new classifiers and dictionaries reflecting the changing nature of conflict and most importantly evidence on the pathways between social unrest and violent conflict.
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Abstract

This article introduces Hadath, a supervised protocol for coding event data from text written in Arabic. Hadath contributes to recent efforts in advancing multi-language event coding using computer-based solutions. In this application, we focus on extracting event data about the conflict in Afghanistan from 2008 to 2018 using Arabic information sources. The implementation relies first on a Machine Learning algorithm to classify news stories relevant to the Afghan conflict. Then, using Hadath, we implement the Natural Language Processing component for event coding from Arabic script. The output database contains daily geo-referenced information at the district level on who did what to whom, when, and where in the Afghan conflict. The data helps to identify trends in the dynamics of violence, the provision of governance, and traditional conflict resolution in Afghanistan for different actors over time and across space.
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1. Introduction

Over the last few years, collaborative work between Political Scientists and Computer Scientists produced considerable contributions to understanding socio-political conflict processes around the world thanks to the production of computerized event data (Althaus et al., 2019; Bond et al., 2003; Hürriyetoğlu et al., 2019; Mohiuddin et al., 2016; O’Brien, 2012; Schrotz et al., 2014; Schrotz, 2012; Subrahmanian, 2013; Wang et al., 2016). These emerging resources in Arabic include news articles corpora such as ArabicWeb16 (Suwaileh et al., 2016; Khaled Yasser and Elsayed, 2018); annotation of social media in Arabic through the EveTAR and ArSAS projects (Hasanain et al., 2018; Abdelrahim Elmadany and Magdy, 2018); tools to identify dialects and regional variations in Arabic (Zaghouani and Charfi, 2018; Alshtyri and Atwell, 2018); and lexical disambiguation resources for Arabic diacritics (Sawsan Alqhahtani and Zaghouani, 2018). In line with ongoing research advancing multi-lingual event coding, this article introduces Hadath, a supervised protocol for coding event data from text written in Modern Standard Arabic. At its core, Hadath uses shallow parsing to identify events in the corpus based on entries provided by dictionaries of actors, actions, and locations. In this way, Hadath follows other sparse coding protocols (Schrotz, 2009) while contributing to pioneering work of computerized event coding from Arabic text (Open Event Data Alliance, 2016; Hallerman et al., 2018). This application focuses on extracting event data about the Afghan conflict between 2008 and 2018 using narratives from Arabic newspapers. Following the literature on wartime order and rebel governance (Arjona, 2016; Staniland, 2012), our conceptualization of event data in the Afghan conflict includes acts of violence, as well as the provision of governance, and traditional conflict resolution. This helps moving beyond a narrow focus on violence and including other non-violent behaviors taking place in conflict settings. The methodology consists of two main steps. First, we deploy a Machine Learning (ML) classifier to identify the specific news stories relevant to the Afghan conflict from a vast collection of news articles written in Arabic. Second, we rely on Hadath to implement a Natural Language Processing (NLP) protocol for event coding. The resulting database presents geo-referenced information at the daily district level on who did what to whom, when and where in the Afghan conflict.

2. Recent Developments

2.1. NLP tools in Arabic

Although English is the dominant language in NLP processing tools, in recent years, scholars have been advancing non-English NLP developments including tools for Modern Standard Arabic. These emerging resources in Arabic include news articles corpora such as ArabicWeb16 (Suwaileh et al., 2016; Khaled Yasser and Elsayed, 2018); annotation of social media in Arabic through the EveTAR and ArSAS projects (Hasanain et al., 2018; Abdelrahim Elmadany and Magdy, 2018); tools to identify dialects and regional variations in Arabic (Zaghouani and Charfi, 2018; Alshtyri and Atwell, 2018); and lexical disambiguation resources for Arabic diacritics (Sawsan Alqhahtani and Zaghouani, 2018). In line with these developments, the field of computerized event coding has been advancing tools for processing text written in Arabic. The Open Event Data Alliance (OEDA) is adapting Universal PETRARCH for coding event data from Arabic using the CAMEO ontology (Open Event Data Alliance, 2016; Hallerman et al., 2018).
Data Alliance, 2016; Gerner et al., 2002). As part of this project, OEDA developed a supervised tool for translating CAMEO dictionaries from English to Arabic (Halterman et al., 2018). Hadath contributes to these efforts to developing event coding capabilities for Arabic text.

2.2. Text-as-Data in Conflict Studies

The use of text-as-data is developing solid roots in the social sciences (Grimmer and Steward, 2013). Researchers in political science and public administration are rapidly catalyzing the leverage of computerized text analysis by exploring previously uncharted domains of inquiry and developing increasingly sophisticated text analysis tools (Wilkerson and Casas, 2017; Hollibaugh, 2018). The use of computerized event data revolutionized the way in which researchers analyze conflict processes. Traditionally, the field primarily relied on manually coded databases of conflict processes around the world such as the Uppsala Conflict Data Program (UCDP) (Sundberg and Mandler, 2013) and the Armed Conflict and Event Dataset (ACLED) (Raleigh et al., 2010). In contrast with these manually coded databases, some scholars took advantage of NLP tools and the vast availability of online news articles to develop computerized event coding protocols.

The pioneering work of Schrodt opened the door to machine-generated event data from news papers through the KEDS program (Schrodt, 1998). After developing TABARI, a second generation coder based on sparse parsing, Schrodt triggered an enormous production of event data (Schrodt, 2009). The third generation of coders is PETRARCH, which incorporates full parsing and Treebanks (Schrodt et al., 2014). Parallel to these projects, the Integrated Crisis Early Warning System (ICEWS) program (O’Brien, 2010) advanced its own event coding tools. In addition to these main programs, the field of computerized event coding in conflict studies is now populated with a variety of data generation approaches of increasing coverage, sophistication, and accuracy (Althaus et al., 2019; Bond et al., 2003; Halterman et al., 2018; Hammond and Weidmann, 2014a; Hürriyetçü et al., 2019; Subrahmanian, 2013; Osorio and Reyes, 2017; Osorio et al., 2019a).

With a few exceptions (Osorio and Reyes, 2017; Piskorski et al., 2011), most protocols almost exclusively rely on news stories written in English, thus neglecting the richness and detail and vast amounts of information produced in foreign languages. The field is barely open to the possibility of processing text in non-English languages for event coding. To advance this potential, the Open Event Data Alliance has been spearheading research enabling the generation of event data in Arabic (Open Event Data Alliance, 2016; Halterman et al., 2018). Hadath contributes to these recent research endeavors to process Modern Standard Arabic for event coding.

3. Conflict in Afghanistan

The current insurgency in Afghanistan is the continuation of a decades-long warfare in the country. Starting with the invasion of the Soviet Union in late 1970s, followed by the civil war of the 1990s, and then confounded by the emergence of the Taliban in 1996, the war in Afghanistan has a long history and multiple actors. However, the roots of the current Taliban insurgency go back to late 2001 when the U.S. led international coalition forces toppled the Taliban’s Emirates of Afghanistan (CFR, 2020). This intervention was in response to the 9/11 terrorist attacks that Al-Qaeda carried out in the U.S. Though, the Emirates of the Taliban were not directly involved in conducting the attacks, they provided sanctuaries and safe havens for the leadership and strategic infrastructure of Al-Qaeda in Afghanistan (Kean, 2011). Using Afghanistan as its base, the Al-Qaeda organization coordinated the 9/11 suicide attacks in the U.S.

After being defeated by the U.S., military intervention, the Taliban re-emerged as an armed insurgency against the newly establish Afghan government and the international forces in 2003 (Kenneth and Thomas, 2017). The resurgence, which started with scattered run and hit attacks in different remote parts of the country, has systematically grown both in magnitude and geographic scope in the subsequent years. By 2006, the scattered attacks had developed to a full-fledged insurgency in different parts of the country (Jones, 2008). In addition, The Taliban also strategically included different methods of inflicting targeted and indiscriminate violence including suicide bombings, implanting Improvised Explosive Devices (IEDs), and conducting well-coordinated military attacks against strategic targets.

4. Text Gathering and Classification

4.1. Gathering News Stories

As part of a larger research project funded by the United States Department of Defense - Minerva Research Initiative (71623-LS-MRI), this paper focuses on the Afghan conflict to test Hadath. Although Dari and Pashto are the official languages in Afghanistan, these languages are still part of the Arab sign-language family, which is common to several languages in Asia, Africa, and the Middle East. Since there are more resources available to the researchers in terms of text, NLP tools, and human coders in Arabic than in Dari or Pashto, we developed first the capacity to code event data in Arabic as a practical matter. Having a functional software for event coding in Arabic serves as the “possible adjacent” (Johson, 2011) that can be extended to other Arabic script languages, including Dari and Pashto.

To generate this collection of news articles written in Arabic, we relied on the Nexis Uni global news platform, an online repository hosting vast collections of newspapers in different languages. Nexis Uni contains 17 different newspapers published in Arabic with over 2.5 million articles collected between 2008 and 2018. To gather relevant news stories, we ran a robust query in Nexis Uni’s search engine to identify articles potentially related to the conflict in Afghanistan. A team of three research assistants manually downloaded all the articles that the search output produced. This text gathering effort generated a collection of 100,857 individual stories.

For Hadath to identify the day in which an event occurred, the filename of each article must incorporate its date of publication. To enable this feature, we used the date_extractor Python package (Dufour, 2020) to identify the publication date, and then used this information to modify the file name.
of each news story so that it indicates the date of publication. This process facilitates grouping news stories in year-specific folders that served to build the training data corpus described in the section below.

4.2. Machine Learning Classifier

The Nexis Uni search engine returned several news articles not directly relevant to our selection criteria. Although the query included boolean exclusions to filter out unrelated stories, a considerable portion of the retrieved articles were tangential to our study.

To resolve this ambiguity, we initially tasked a team of 6 human coders to manually classify each article. Each coder was randomly assigned to a folder from which they briefly read each article and coded as “accept” or “exclude.” Coders classified the stories based on a direct reference to a conflict-related incident occurring within Afghanistan. To “accept” an article, the story must include a description of an actual event or incident related to any of the three dimensions of interest: acts of violence, provision of governance in the context of war, or traditional conflict mitigation. The most challenging aspect of this task is identifying relevant news stories that explicitly report on factual incidents of events occurring in the country, not just opinions or broad discussion loosely related to Afghanistan. In consequence, we excluded statements or opinions made by foreign persons or entities about Afghanistan and other international reports summarizing the conflict.

To assess the reliability of our human coders, the 6 coders applied the same classification routine to a random sample of 1,000 articles and we evaluated their agreement. This revealed that three coders were producing unreliable classifications. To resolve this issue we utilized a Machine Learning (ML) text classifier model described below, trained on the tags assigned by the coders with the highest agreement. The Fleiss’ Kappa for these three coders reached .817 and a paired inter-coder agreement averaged 92%. Given this assessment of inter-coder reliability, we used their initial classification on the universe of articles as training data.

The resulting training data consists of 55,870 articles that contain no explicit bias in classification. This includes 17,426 articles tagged as “accept,” and 38,444 classified as “exclude”. Although the categories are unbalanced, we decided against balancing the data because we expect the universe of observations to follow the same distribution.

The classification pipeline first normalized the text and removed any English language characters, digits and stop words. The light stemming feature of the Tashaphyne python package (Zerrouki, 2012) served to reduce words to their stem. We used TfidfVectorizer from sci-kit learn (Pedregosa et al., 2011) to convert the Arabic characters into a features matrix based on the recurrence of relevant words, with the maximum number of features capped at 5,000.

To improve the accuracy of the training data and to resolve ambiguities between human coders and the machine, we trained a Logistic Regression (LR) that reported an F1 of 0.87 and used the parameters from this model to classify the training data. This process generated 3,929 articles where the human coder and model were in disagreement. Three human coders focused on resolving these ambiguities by correctly classifying each article. This subset only represents 7% of the training data but it greatly improved model performance. This step modified the number of articles in the “accept” category to 16,339.

We evaluate the performance of each model using k-fold cross-validation (CV) that shuffles and splits the data into 5 subsets, and leaves out 10% for validation. Figure 1 shows the average F1 performance for each models. We used a random grid search to evaluate different Convolutional Neural Network (CNN) specifications and reported the two best performing parameters. CNN 1 and CNN 2 share a vocabulary of 150,166, 128 filters and an embedding dimension of 50. CNN 1 has a kernel size of 3 and averaged an F1 of 0.923, in contrast CNN 2 has a kernel size of 5 and averaged an F1 of 0.922. The Random Forest (RF) model averaged 0.924 F1. The Multinomial Naive Bayes (NB) model averaged 0.835 F1. The Extreme Gradient Boosting (XGB) model averaged 0.919 F1. The linear Support Vector Machine (SVM) classifier averaged 0.94 F1. Using this updated training data, the LR model performance increased to 0.94 F1. To decide between LR and SVM, we re-trained the model using the entire training data rather than the k-fold CV approach, and left out 10% of the data for testing. This process resulted in an F1 of 0.934 for SVM and an F1 of 0.938 for LR. Given the slightly better performance of the latter, we use LR to classify the universe of articles.

For the collection of 100,857 articles, we normalized and processed them following the same procedure implemented for the training data. Then we applied the parameters of the LR model to classify the entire collection, which resulted in a classification of 26,235 relevant articles.

5. Event Coding

5.1. Introducing Hadath

After selecting the relevant news stories, the next step is to extract events from the text collected. For this task we developed Hadath, a supervised NLP application for extracting events and their geographic location from text in Arabic. Hadath stems from a long tradition of coders using sparse parsing to extract event data. The first of these programs used to collect conflict data was Tabari (Schrodt, 2009). This software served as the source code or inspiration for a long line of coders in the social sciences (Best et al., 2013; Hammond and Weidmann, 2014b; Chojnacki et al., 2012; Schrodt, 2001; Schrodt et al., 2004; Schrodt, 2006; Schrodt et al., 2014; Schrodt and Gerner, 2012)
An event can be defined as the categorical description of someone doing something to someone else, at a specific time and location based on the explicit information contained in text. Event data contains five components: a source performing an action, the action observed, and the target of the observed action, a specific date, and an identifiable geographic location. Hadath is capable of extracting all five features from text in Arabic, and to the extent of our knowledge is the first program with these capabilities.

For this application, we use the corpus of articles on Afghanistan discussed in the previous section. This collection contains news articles in Arabic script related to the Afghan conflict from 2008 through 2018. The text was pre-processed and reformatted, producing a corpus with about 90 MB of text across 394,690 sentences.

The dictionary of actors used in this implementation contains 318 named entities in Arabic related to organizations or individuals including the main insurgent groups, coalition forces, international and local actors relevant to the Afghan conflict. This list is based on knowledge of the case, available list of relevant actors made by country experts, and the discovery of additional actors identified using Named Entity Recognition (NER) (Abdelali et al., 2016). Table 1 below reports the main actor categories.

Table 1: Main Categories of Actors

<table>
<thead>
<tr>
<th>Domestic Armed Actor</th>
<th>Civil Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afghan Taliban</td>
<td>Civilians</td>
</tr>
<tr>
<td>Warlords (Mujahideen)</td>
<td>Ethnic</td>
</tr>
<tr>
<td>Other</td>
<td>Religious</td>
</tr>
<tr>
<td><strong>Int. Armed Actors</strong></td>
<td><strong>Local organizations</strong></td>
</tr>
<tr>
<td>Al-Qaeda</td>
<td>Educational</td>
</tr>
<tr>
<td>Hamas</td>
<td></td>
</tr>
<tr>
<td>Hezbollah</td>
<td>Private sector</td>
</tr>
<tr>
<td>Int. Jihadi Groups</td>
<td>Political organizations</td>
</tr>
<tr>
<td>ISIS</td>
<td>Political Parties</td>
</tr>
<tr>
<td>Muslim Brotherhood</td>
<td>Other</td>
</tr>
<tr>
<td><strong>Int. Security Forces</strong></td>
<td><strong>Int. Actors</strong></td>
</tr>
<tr>
<td>ISAF</td>
<td>Foreign governments</td>
</tr>
<tr>
<td>US</td>
<td>Multilateral Organizations</td>
</tr>
<tr>
<td>Other</td>
<td>International NGOs</td>
</tr>
<tr>
<td><strong>National Security Forces</strong></td>
<td><strong>State</strong></td>
</tr>
<tr>
<td>Army</td>
<td>Political Parties</td>
</tr>
<tr>
<td>Intelligence</td>
<td>Executive</td>
</tr>
<tr>
<td>Police</td>
<td>Judicial</td>
</tr>
<tr>
<td></td>
<td>Legislative</td>
</tr>
</tbody>
</table>

The actions dictionary comprises 4,694 Arabic verb phrases associated with violence, governance provision, or traditional conflict resolution. The verbs used in this dictionary omit pronunciation diacritics, thus leaving plain Arabic script. This required deduplicating different verb conjugations that end up with the same plain Arabic script after removing diacritics. Table 2 shows the three main categories considered in the study: Violence, Governance, and Pashtoonwali (traditional lifestyle). To build this dictionary, we first applied Part of Speech (POS) tagging on the corpus to generate an initial list of verbs. Human coders then filtered them out based on their relevance to the Afghan conflict. Coders then added variations and synonyms of each verb to build up redundancy, which is necessary for unstructured text. To do so, we used online web resources to consider all possible verb conjugations. To geo-reference events, Hadath uses the dictionaries of Provinces (equivalent to states) and Districts (equivalent to

Figure 2: Hadath system

1. **Read the text.** Take the Arabic corpus as an input file. The corpus contains a unique identifier per news article and for each paragraph within each news story. Paragraphs are formatted as a long line reading from right to left. Hadath uses the line as the coding unit.

2. **Coding actors.** Load the dictionary of actors containing named entities used as search criteria. Each entry has an associated numeric code. Search for those entities in the corpus, looking first for the longest names. Record each entry in textual and numeric format for every match between the dictionary and the corpus.

3. **Coding actions.** Load the actions dictionary containing verb phrases. Use those entries as search criteria for detecting actions. Record the actions in the same way it does with the actors.

4. **Ordering actors and actions.** After finishing coding actors and verbs in each line, reorder the coding output according to the order in which actors and actions appear in the script (from right to left).

5. **Code locations.** For each paragraph with a matching actor or action, use the locations dictionaries to look for the provinces (states) and districts (counties) mentioned in the corpus. Save the matching locations.

6. **Filter locations.** To minimize the problem of geographic ambiguity, use the locations filter to discard false positives for geographic locations.

7. **Print output.** Print the output indicating first the date of the event, the matching actors an actions in the order they appear in the text, print any matching locations.

---

Prioritizing long strings improves the coding efficient by not devoting resources looking for shorter words or sub-strings.
Table 2: Main Action Categories

<table>
<thead>
<tr>
<th>Violence</th>
<th>Governance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical violence</td>
<td>Judicial governance</td>
</tr>
<tr>
<td>Economic extortion</td>
<td>Policing</td>
</tr>
<tr>
<td>Pashtoonwali</td>
<td>Taxation</td>
</tr>
<tr>
<td>Conflict mitigation</td>
<td>Reconciliation</td>
</tr>
</tbody>
</table>

To identify the location of the event, the dictionaries comprise all 34 provinces and 400 districts of Afghanistan, including variations on Province and District spelling as well as potential abbreviations.

To reduce the risk of false positives in the identification of locations, Hadath uses the locations filter to confirm that the location identified is in fact a physical location. For example, this dictionary contains nuances that Hadath uses to distinguish between Kabul street and the city of Kabul.

The final step consists of a post-coding process for cleaning the output, validating to assess performance, and removing duplicate events. The resulting output constitutes a georeferenced database of event data throughout Afghanistan at the daily-district level between 2008 and 2018.

Below, we illustrate how Hadath uses dictionaries to identify events, actors, and locations in text. Consider an example where the actors dictionary includes the following two groups: the “Taliban” as $[10100]$ and “NATO soldiers” as $[20100]$. In addition, the actions dictionary includes reference to the verb “attack” $[101]$. The locations dictionary may include the district of “Khanabad” $[1401]$ and the province of “Kunduz” $[14]$. Using a sparse parsing approach, Hadath searches through the corpus to identify explicit matches of these words within the text. Table 3 presents a basic coding example of text in Arabic followed by the numeric output that Hadath generates. The table also includes the English translation for the reader to follow.

<table>
<thead>
<tr>
<th>Table 3: Hadath Coding Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>الطالبان هاجمت عسكراً الناتو في خان أباد بكنوز</td>
</tr>
</tbody>
</table>

In this example, Hadath would read from right to left the Arabic sentence and identify the “Taliban” (طالبان) and “NATO soldiers” (عسكراً الناتو) as the relevant actors and assign the codes $10100$ and $20100$, respectively. The program would also match on the verb “attacked” (هاجم) and record the code $101$. After confirming that the location names should not be filtered out, it would identify the district of “Khanabad” (خان أباد) as $1401$ and the province of “Kunduz” (کونوز) as $14$. In this way, Hadath identifies event data.

6. Results

This section describes the event data that Hadath extracted from the collection of Arabic news stories on Afghanistan. To avoid artificial inflation of event data caused by multiple sources reporting the same event, we used the “one-per-day” rule and deduplicated events using a pipeline that reduces multiple mentions of the same event per day.

Overall, Hadath detected 17,614 actors in this coding exercise. Figure 3 shows the frequency of actor records by category. Results show that the Taliban is the most active armed group in the conflict with 16.8% of the total records. Other domestic armed groups like the Mujahideen warlords (with 3.7%) and international armed groups such as Al-Qaeda (with 5.5%) and the Islamic State of Iraq and Syria, ISIS (with 4.5%) are also present in Afghanistan, but their salience in the conflict is secondary when compared to the Taliban. In general, the combination of all domestic and international non-state armed actors amounts to 30.8% of the actors recorded in Afghanistan, which is indicative of the high degree of complexity of this conflict.

Table 2: Main Action Categories

<table>
<thead>
<tr>
<th>Violence</th>
<th>Governance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical violence</td>
<td>Judicial governance</td>
</tr>
<tr>
<td>Economic extortion</td>
<td>Policing</td>
</tr>
<tr>
<td>Pashtoonwali</td>
<td>Taxation</td>
</tr>
<tr>
<td>Conflict mitigation</td>
<td>Reconciliation</td>
</tr>
</tbody>
</table>

The data also reveals the central role of the Afghan security forces (with 21.4% of the total) as well as the international forces (with 10.5%) active in Afghanistan. It is noticeable, that the Afghan Army (10.6%) and the Police (8.8%) have a more active role than United States troops (2.9%) and International Security Assistance Forces, ISAF (7.6%). In general, the combined contribution of Afghan and international security forces amounts to 31.9% of the records. This share of the total detections is comparable to that of the insurgent organizations, which is indicative of the balance of forces and the high level of contestation in the Afghan conflict.
In addition to outlining the main contenders in the Afghan conflict, the data highlights the involvement of the international community (20.5% of the total) in Afghanistan. There is intense activity from foreign government representatives, diplomatic missions, international NGOs, and multilateral organizations. Finally, the data also is suggestive of the high degree of diversity in the Afghan civil society sector (14.7%) with the relevant presence of religious figures as well as representatives of different ethnic groups.

Figure 4 details the types of actions that Hadath identified in this coding exercise. In contrast to over-simplistic characterizations of the Afghan conflict, the data reveals the importance of Governance provision in the midst of war. In general, about 54.4% of the actions relate to the supply of Governance in the form of judicial services (18.4%), policing (19.9%), and taxation (16.1%). The second most relevant action category relates to the use of violence in the context of the armed conflict, with 28.6% of the records. As expected, the category of physical violence reports the highest proportion of incidents with 23.5% of all recorded actions. Acts of economic extortion amount to 5.1% of the cases. Finally, the data highlights the importance of traditional practices of conflict resolution and reconciliation at the community level (Pashtoonwali), which accounts for 17% of the data.

Figure 5 presents the geo-location of events at the province level. As the graph indicates, the majority of incidents take place in the Helmand province and in Kandahar, which are well known hot-spots of conflict in Afghanistan.

Figure 6 showing the trends of actors over time. This graph helps to identify some insightful dynamics in the Afghan conflict. The first escalation of activity between 2008 and 2015 directly relates to the Taliban expansion from rural areas to populated urban centers such as Kabul, thus increasing its influence over the country (Masadykov et al., 2010). In addition, the Islamic State of Iraq and Syria (ISIS or Daesh) emerged in Afghanistan around 2015 and expanded its activities to the Eastern regions of the country (Gambhir, 2015). The sharp decline in event detection in 2016 reflects the withdrawal of U.S. military personnel from Afghanistan in 2015 (CFR, 2020). Between 2011 and 2016, U.S. forces declined from 140,000 to 10,000 troops. As U.S. troops were reassigned, the number of news articles associated with this actor experience a drop from 2015 to 2016, but then it increases as the Islamic State gained traction in the region. Later on, the United States reconsidered its Afghan strategy in 2017 and increased its military presence under the new South Asia strategy. This second surge of U.S. military activity in Afghanistan reinvigorated the dynamics of conflict between 2017 and 2018.

7. Future Research

Future research will focus on validating the coding output against manually annotated Gold Standard Records. This is will be an iterative process to improve the dictionaries of actors, actions, and locations in order to reduce the discrepancies between the computer output and the human annotation. Additional developments will consider enabling
Part of Speech tagging (POS) and Treebanks for semantic role assignment. This will help identifying of directionality of an event by defining the relationship of source-action-target. Finally, future research will enable a broader search criteria for detecting geographic locations. In its current version, Hadath only looks for a toponym (province or district) in any line containing an actor or an action. However, many instances do not mention locations in the paragraph where the event was extracted because news reports often indicate the location at the beginning of the article. In this way, future research will improve the functionality of Hadath to code event data from Arabic.

8. Conclusion

Hadath is a novel protocol for supervised event coding from text in Arabic. This software uses shallow parsing to match entries contained in dictionaries of actors, actions, and locations mentioned in a corpus written in Arabic script. In this way, Hadath contributes to research on Natural Language Processing by moving away from English-centered developments and advancing multi-lingual event data extraction. To test the functionality of Hadath in processing event data, this implementation focused on extracting events from Arabic news stories related to the conflict in Afghanistan between 2008 and 2018. To compile the collection of news articles used as corpus for this application, we developed a Machine Learning classifier to identify the specific news stories relevant to the Afghan conflict. After compiling the corpus, we used Hadath to generate event data identifying who did what to whom, when and where. The coding output allows identifying the salience of different actors related to the Afghan conflict as well as their behavioral dynamics. In this way, Hadath opens the door to future ML and NLP advances for generating event data from text written in Arabic.
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Abstract
The advent of Big Data has shifted social science research towards computational methods. The volume of data that is nowadays available has brought a radical change in traditional approaches due to the cost and effort needed for processing. Thus, interdisciplinary approaches are necessary to cope with knowledge extraction from heterogeneous and diverse data sources. This paper presents our work in the context of protest analysis, which falls into the scope of Computational Social Science. More specifically, the contribution of this work is to describe a Computational Social Science methodology for Event Analysis. The presented methodology is generic in the sense that it can be expanded and applied in every event typology and moreover, it is innovative and suitable for interdisciplinary tasks as it incorporates the human-in-the-loop. Additionally, a case study is presented concerning Protest Analysis in Greece over the last two decades. The conceptual foundation lies mainly upon claims analysis, and newspaper data were used in order to map, document and discuss protests in Greece in a longitudinal perspective.

Keywords: Protest Event Analysis, Event Extraction

1. Introduction
Event Extraction has been a challenging task both for the field of Information Extraction in NLP and for Political and Social Sciences. As far as the latter is concerned, there have been several attempts to document events from news outlets, most of which were manual or semi-automatic.

The aim of this paper is to present an innovative computational methodology for the extraction of Protest Events from news data. Protest Event Analysis (PEA) has long been considered a significant tool for political scientists in the study of social movements and contentious politics (Wueest et al., 2013). Moving from tedious and time-consuming manual approaches used in this context, we implemented an automated methodology leveraging Natural Language Processing tools. We describe a Computational Social Science methodological approach to the research of PEA. More specifically, having Greece as reference, a longitudinal analysis of protests as a social phenomenon is documented and the impact of major socio-political events, like the recent economic crisis, is examined. Greece has been plagued by a severe financial crisis since the late 2009.

The work presented hereafter goes beyond traditional empirical approaches of social science research, thus aiming at analysing protest events using computational methods and big data analytics, exploiting a vast amount of available textual data from media outlets. We build upon an ecosystem of advanced computational content analytics technologies, capable of analysing large amounts of documents. Such topics, like PEA, are traditionally approached via small-scale, costly and non-reproducible expert coding of available political documents. However, the requirement of expert judgements is prohibitive in terms of cost and also restrictive in terms of the number of documents that could be analysed. Instead, the adopted methodology essentially develops an event database linking the major actors involved.

Therefore, a data analytics workflow was used to produce the corresponding data insights that allowed for the analysis of the complex issue of PEA and its evolution. Event analysis was performed, using news data from 2 different sources spanning the last two decades. The goal was to capture events correlated to protests along with the involved actors and record them into a large event database.

The paper is structured as follows: Related Work is discussed in Section 2. Event Extraction methodology is described in Section 3 and the Event Database in Section 4. The Evaluation of the developed system is presented in Section 5, while an Error Analysis is recorded in Section 6. Finally, the Results along with some valuable remarks are delineated in Section 7.

2. Related Work
Event extraction for political and social science has been a long-standing topic, dating back to hand coding data. Work on automatic annotation started within the KEDS/TABARI project (Shrodt et al., 1994). Evaluations have shown that hand coded and automatic coding of events show comparable performance (King and Lowe, 2003). Several coding schemes have been developed since, including the IDEA (Bond et al. 2003) and ICEWS (O’ Brien 2012). One of the most renown and influential frameworks for event extraction is CAMEO (Gerner et al. 2002), which is still used by the ongoing GDELT project (Leetaru and Shrodt, 2013). All these efforts have focused on news data that have traditionally been the main source for events. Our codebook follows the same principles with a linguistically driven implementation.

Protest Events Analysis has been a central issue in the context of Political and Social sciences (Wueest et al., 2013). Despite its importance, the field of social protest in Greece is an almost uncharted territory and the related works are rather few (e.g. Kousis, 1999). Moreover, these studies are limited in their scope since they either cover a short timespan or are restricted to a specific topic (i.e. environment). This is partly due to the time-consuming nature of Protest Event Analysis (PEA), since, with a few exceptions (e.g. Imig and Tarrow, 2001, Wueest et al. 2013, Francisco n.d.), the identification and coding of protest events is done manually. The most important constraint of PEA method is the time needed for coding as the researchers have to read through literally...
thousands of newspaper articles and then manually record all instances of protest events. Thus, most of the projects mentioned make use of a considerable amount of resources in terms of human capital and time.

3. Event Extraction Methodology

The framework that was designed and implemented for the Event detection task, is data driven and comprises five distinct steps, namely: (a) Events Coding: design of a taxonomy covering a wide spectrum of protest events, (b) Data Collection: a significant dataset was built from several news sources, (c) Data Exploration where humans were involved to provide valuable insights and create targeted data collections, (d) Data Analysis, the main phase of the task, during which the event database was populated, (e) Data Visualization, an important phase of the research cycle. During this stage, the results of the Information Extraction are visualized in various ways, making them explorable, comprehensible and thus more easily interpretable. Each of the aforementioned stages is further illustrated below.

3.1 Events Coding

The first step for the Protest Events Extraction task was the knowledge representation, namely the design of a coding schema encompassing a taxonomy of protest events. This task was undertaken by social and political scientists who, in collaboration with computational scientists, developed a Codebook (Papanikolaou et al., 2016) that incorporated several event types within the broader sense of protest events along, like Strike, Hunger Strike, Demonstration, Blockade etc. The Codebook was based on the Political Claim Analysis (PCA) research (Stathopoulou et al., 2018), thus the analysis unit is a Claim made in the public sphere, which comprises six distinct elements: Form, Actor, Addressee, Issue, Location, Time. In Information Extraction terminology, a Claim is an Event tuple consisting of six information types, i.e.: Form is an event type depicting a way of action, like Boycott. This is an integral part of every event instance and all the other elements are connected to it.

1. Form is the entity (person or organization) that acts, performs the action.
2. Actor is the entity (person or organization) that is the target of the action, to whom the action is addressed.
3. Addressee is the entity (person or organization) that is addressed.
4. Issue denotes the subject matter of a protest event, namely what the protest is about.
5. Location is the place where a protest event took place, and
6. Time depicts the time the event happened.

In order for an event to be recorded in the Event Database, the necessary elements were Form and one of (Actor, Addressee, Issue). Moreover, the entities denoting the Actor or the Addressee, were further classified into categories representing their role or status, for example Government, Asylum seekers, Police, Tertiary Trade Unions etc. Finally, the Issue information type was categorized in pre-defined topic classes, such as Human and Civil Rights, Taxation and Fiscal Policies, Education etc.

Therefore, each record in the Event Database comprises of the six aforementioned constituents and their attributes. Nevertheless, it is quite common that not all of the tuple elements are completed, according to the limitations mentioned above.

3.2 Data Collection

For the Event Extraction task, a large collection of news data was used. Specifically, the dataset comprised articles published in two nationwide newspapers with different political orientation, i.e. Kathimerini, a right-oriented and Avgi, a left-oriented paper; particularly, the articles included in the Wednesday and Friday issues were collected, for the time period spanning 1996-2014. All the articles are in Greek and also metadata-like section labels, headlines and the names of the authors were gathered along with the text itself. Hence, in total 540,989 articles, 314,527 from Kathimerini and 226,462 from Avgi were collected, prepared and stored. Data preparation included tackling normalization problems and transforming the data to a human readable corpus.

3.3 Data Exploration

The phase of Data Exploration was vital to the analysis, since the followed approach is data-driven, it sets out to incorporate human-in-the-loop. Therefore, human experts explored the collected dataset using queries. The aim of this process was to determine the ways in which each event type and its constituents are expressed and lexicalized. The queries started as simple word or phrase queries and resulted in more complex ones with the use of Boolean operators. The exploration stage was also crucial for filtering the collected bulk of data and grouping them into event-oriented data clusters. This process was interactive and followed several iterations, as it was directed by the Codebook, which was also adjusted and enriched in line with the results of exploration.

One of the main goals of the Explorative Analysis was to better understand and obtain a wide view of the whole dataset. Given that the dataset consisted of two media sources reflecting ideological and idiosyncratic characteristics, it was essential to examine the different ways and linguistic means used by each news agency to report the same event. To this end, a full text search application for automated and scalable data processing was developed and used to index data and make the datasets available to the users. The core functionalities of the interface included the ability for the user to make full-text queries, simple or compound, select articles, inspect them and save the search as a new dataset to be further processed. They are also able to come back to the queries and modify them. Subsequently, in the data analysis phase, the saved queries along with the articles indicated
as relevant were retrieved and stored in data clusters, one for each event type.

3.4 Data Analysis

Event Extraction is a multifaceted task (Stathopoulou et al. 2018) since several information types are involved, which need to be detected in the text and interlinked. Overall, the adopted framework was data-driven and linguistically oriented. Its foundations lay on political and social sciences, additionally incorporating human-in-the-loop. The followed workflow first detects the structural components of the event and then links them to populate the event tuples which are then recorded in the Event Database. The employed methodology is semi-supervised, in the sense that a small fraction of data was labelled and used for the system development. Additionally, it is linguistically driven, thus morphosyntactic information from basic NLP tools is utilized to identify the information types defined in the Codebook.

The general workflow for extracting events is a pipeline in the sense that every module builds over the annotations produced by previous modules (Papageorgiou and Papanikolaou, 2017). At the first step, the ILSP-NLP tools suite (Papageorgiou et al., 2002; Prokopidis et al., 2011) was leveraged for pre-processing raw text and producing annotations for Tokens, Lemmas, Chunks, Syntactic relations, and Named Entities. The next module of the pipeline is the Event Analysis Unit (EAU), which takes as input the output of the pre-processing phase and at first it detects the structural elements of the event and then uses linguistic rules based on shallow syntactic patterns to link the components and create an event tuple, recording and storing it in the Event Database (Pontiki et al. 2018). The Event Extraction system is a Finite State Transducers (FSTs) cascade, implemented using Gate JAPE patterns (Cunningham et al., 2000). Figure 1 depicts the Data Analytics stack for Event Extraction:

![Data Analytics Stack](image)

Figure 1: Data Analytics Stack

The above presented NLP workflow is fed with textual data. The basic (NLP) workflow includes segmentation (i.e. recognition of paragraph, sentence and token boundaries), part of speech tagging (i.e. assigning morphosyntactic categories to individual tokens), lemmatization (i.e. determining the base form of a token; both strike and strikes are attributed to the lemma strike), chunking (i.e. performing a shallow syntactic parsing and discovering syntactic constituents such as nominal and prepositional Phrases), parsing (i.e. determining the syntactic structure of each sentence) and Named Entity Recognition and Classification (NERC) identifying and classifying named entities into four major categories: Person, Organization, Location and Facility. This output is then forwarded to the EAU whose workflow is based on linguistic rules, given that semantics and shallow syntactic parsing patterns are exploited. EAU comprises several modules which seek to detect the structural components of the claim and to build links among them. Thus, first nominal lexicalizations of entities are identified and assigned the label Candidate along with Person and Organization annotations. After that, Time and Issue annotations are detected, while another module handles the identification of Forms. It is important to note that the Issue, namely the subject matter of the protest, is heavily depending on semantics. Consequently, patterns containing trigger words along with their syntactic complements were used for its detection. In such a pattern, a trigger word is “protest” and its syntactic complement a prepositional phrase starting with “about”.

Next, the pipeline decides whether an entity (named or nominal reference) can be assigned the label Actor or Addressee. At the final stage, the above annotations are extracted into the Event Database. The presented workflow is illustrated by the following indicative example. Given the following sentence:

*The Law Society of Piraeus decided to occupy the Mortgage Registries of Piraeus and Salamis, on April 26th and 27th 2006, in protest against the serious operational problems it faces*.

the extracted output tuple recorded in the Database would be:

<actor: Law Society of Piraeus, form: decided to occupy, addressee: Mortgage Registries of Piraeus and Salamis, issue: serious operational problems it faces, time: April 26th and 27th 2006, location: Piraeus, Salamis>

3.5 Data Visualisation

The Visualization phase is an integral part of the task as the results need to be visualized in different ways, making them understandable and easily perceivable for the human eye. That is crucial in order to be able to interpret them, find correlations or important insights and drive to conclusions according to the scope of the project. In this context, several useful visualizations were produced from the results files. The great amount of information types that were extracted, allows for many different associations and graphs. Hence, the generated visualizations include charts, timelines, pies and word clouds. Moreover, there is the possibility to create more, filtering the results according to specific information types or attributes, configuring temporal windows or
geolocating the results to produce information maps. Some of the most illustrative visualizations produced in the context of this work, are presented in the next section.

4. Event Database

The above presented methodology resulted in the population of the Event Database. More specifically, two files were created, one for each newspaper under examination, and then all the results were aggregated into one single database incorporating all the extracted event instances from both data sources. The database comprises several tables including the main information types and their attributes as were presented above. Moreover, there are tables recording metadata information. All the tables are linked using a unique ID as key.

5. Evaluation

The evaluation of our system was performed in two different ways. At first, a fraction of data was used, specifically the results of the Strike event type – which was the most prominent – and a time span of a month, 2/2014. The data were manually annotated, and the results compared to the system’s output. The evaluation metrics used were Precision and Recall. For the selected data, Precision was 90% and Recall 93%.

Moreover, we conducted an extrinsic evaluation using data from GDELT, using event type Strike and Boycott which was part of the event coding used in our work. Since, data sources were different, the comparison was made on the basis of the recorded events in the timeline that coincided for both databases. The results can be seen in the following diagram.

![Figure 2: GDELT vs PROMAP results](image)

6. Error Analysis

As mentioned above, the evaluation of the developed Event Analysis system showed significant results both in terms of precision and recall. Regarding recall, more experiments are needed for a more extensive evaluation, however taking into consideration the volume of the analysed data this is a quite tedious task. Despite this difficulty, at a small-scale evaluation, our system achieved a recall higher than 90% and at a large scale showed that the coverage of the events under examination is much better than GDELT, which is of great importance considering that there are no other similar analyses for Greek data. Of course, several issues arose during the process of generating the Event Database. The first and maybe obvious difficulty concerned building a common ground between people coming from different disciplines. This challenge was overcome by close and frequent interaction.

Moreover, several limitations related to Natural Language Processing resulting in errors recorded in the Database emerged. These inaccuracies appertain to three major categories. First, issues related to raw data wrangling, such as misspellings, typos as well as Optical Character Recognition (OCR) application errors during the automated conversion of raw input into machine readable text. Then, some pre-processing errors were detected, mainly related to the morphologically rich and syntactically complex nature of the Greek language. Finally, every system which automatically processes human language faces challenges associated with language complexity, like semantic ambiguity, one of the inherent characteristics of language.

7. Results - Remarks

Both quantitative and qualitative observations emerge from the analysis of the results recorded in the Protest Event Database. In an initial statistical analysis examining the total number of Claims recorded in the Event Database, we made two remarks. First, the lowest number of protest events was documented in 2004 (Fig. 3), a year of relevant economic and social prosperity when Greece drew quite a lot of attention due to the Olympic Games held in Athens, which constituted a source of national pride. Additionally, it is clear that the total number of protest events indicates an increase after 2009, when the economic crisis first ensued.

![Figure 3: Total number of Claims](image)

The top three event types in terms of frequency, were proven to be Strikes, Demonstrations and Occupations, indicating the ways the Greeks choose to protest and express their discontent (Fig. 4).

![Figure 4: The top-3 forms of action](image)
Finally, considering the most frequent topics under which the issues of the protests - taking place in the country for the examined time period - fall, it is obvious that the major concerns of the people are related to their economic status and employment affairs (Fig. 5).

Figure 5: Issue Topic Categories

In addition, a qualitative analysis allows for some interesting observations. One of the most notable ones is the correlation between the number of recorded protest events and the election years. More specifically, looking at the chart in figure 3, we notice that the low spikes occur in election years. In particular, 1996, 2000, 2004, 2007, 2009, 2012 were all years of national elections and it is clear that the total number of protests during those years, show a significant decrease. Nevertheless, as computational scientists we can only point out a correlation, but it is designated to political scientists to interpret such phenomena (Stathopoulou et al., 2018).

8. Conclusions

In this paper, an automated approach for Protest Event Extraction was presented. In accordance with the literature relevant to Event Extraction, an innovative methodology was implemented, with one of the most prominent elements being the fact that it incorporated human-in-the-loop. Taking into consideration the fact that the work was interdisciplinary, involving both political scientists and computational experts, the exchange of knowledge was an integral part of the methodology. This was naturally an interactive process and resulted in a Codebook describing in details the expected outcome of the analysis. Several tools and technologies were then built and used for the computational implementation of the Codebook. The automatic analysis of the bulk of data collected, led to the population of a large Event Database. The development processes along with the database were described above in detail.

As an extension of the above presented work, the enrichment of the Event Database using more socio-political event categories, constitutes the future aspirations of the team. Moreover, it is our constant ambition to evolve and enhance the developed systems so as to produce the best results.
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Abstract

This paper summarizes our group’s efforts in the event sentence coreference identification shared task, which is organized as part of the Automated Extraction of Socio-Political Events from News (AESPEN) Workshop. Our main approach consists of three steps. We initially use a transformer based model to predict whether a pair of sentences refer to the same event or not. Later, we use these predictions as the initial scores and recalculate the pair scores by considering the relation of sentences in a pair with respect to other sentences. As the last step, final scores between these sentences are used to construct the clusters, starting with the pairs with the highest scores. Our proposed approach outperforms the baseline approach across all evaluation metrics.
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1. Introduction

In news articles, an event can be described together with some reference to prior events or some other relevant events in order to give more background information to the reader. Therefore, news articles do not solely consist of one event throughout the article. Event sentence coreference identification (ESCI) task aims to group event containing sentences within a news article into clusters based on the event they contain. Sentences that refer to the same event belong to the same cluster while sentences that are about different events are grouped into different clusters. A good clustering of these events can improve other event related tasks like event extraction, event timeline extraction or cause and effect relation of events.

ESCI task is very similar to other coreference resolution tasks. In the entity coreference resolution task, the goal is to identify entity mentions that refer to the same entity. There is also the event coreference resolution task in which the idea is to determine which event mentions refer to the same event (Lu and Ng, 2018). Similarly, in ESCI task, the goal is to identify sentences that refer to the same event. In this particular task, the sentence as a whole is considered as an event mention.

As a result of this similarity, our proposed approach is also similar to a well-known approach in coreference resolution tasks, known as the Mention-Pair model (Ng, 2010). In this model, a binary classification model is used to classify pair of mentions as referring to either the same entity or not. After this prediction step, the pairwise prediction decisions are used to determine the coreference relations by clustering them (Ng, 2010). In our proposed approach, in addition to the prediction and clustering steps, we also use an intermediate step to re-score the pairs in order to reward consistencies and penalize inconsistencies among them.

Our proposed approach consists of three steps. We initially predict whether any given two sentences are coreferent or not. For this binary classification part, we adopt a pre-trained transformer-based neural network and fine-tune it for our task. After retrieving the predictions, we analyze how the pair of sentences interact with other sentences outside this pair. If there is an agreement on predictions, we add a reward to the score of the pair. If there is a disagreement, we decrease the score. Finally, we use a greedy approach for the clustering of sentences using their scores.

Starting with the sentence pairs with the maximum scores, we construct clusters by combining more likely pairs and iterate until some stopping conditions are satisfied. The rest of the paper is organized as following: Section 2 describes the data and the preprocessing steps, Section 3 details the proposed approach, Section 4 presents the experimental results and finally Section 5 concludes the paper with future work.

2. Data

The provided data is a subset of the data created for extracting protests from news in a cross-context setting (Hüriyetoğlu et al., 2019). The data was collected from online local English news articles from India and the news articles are about protest related events. 404 news articles, with their gold-standard labels, were provided as the training data and another 100 news articles, without any labels, are provided closer to the submission deadline for test purposes. The data is provided in JSON format. It does not contain the whole news article, but only the sentences which contain an event. An example is provided below:

```json
"Maoist banners found 10th April 2011 05:14 AM KORAPUT : MAOIST banners were found near the District Primary Education Project (DPEP) office today in which the ultras threatened to kill Shikhya Sahayak candidates, outsiders to the district, who have been selected to join the service here."],
```
"Maoists, in the banners, have also demanded release of hardcore cadre Ghasi who was arrested by police earlier this week.", "Similar banners were also found between Sunki and Ampavalli where Maoists also blocked road by felling trees."

As seen above, the input to the task is the sentences with provided sentence numbers, and the output is the event clusters using these sentence numbers.

2.1. Pre-processing

Data is provided in processed format, as sentences were already segmented and ready to be tokenized. After some analysis, it has been observed that in some cases, the title of the news article together with some newspaper metadata and timestamp is concatenated to the first sentence of the news article. For example, in the above example the "Maoist banners found" is the title which is followed by "10th April 2011 05:14 AM KORAPUT :". These are followed by the first sentence of the news article.

As a pre-processing step, several regular expressions are used to clean such noise from the data. After removing the title, metadata and timestamp, the remaining part has been considered as the first sentence.

3. Approach

Our proposed approach consists of three steps. In the first step, we simplify the problem by focusing on any given two sentences and predict whether they refer to the same event or not. In the next step, we use our prediction outputs (either -1 or 1) as scores and update them by analyzing not only the sentences in pairs but also their interactions with other event containing sentences in the news article. Finally, we use these scores in a greedy approach to construct the event clusters.

3.1. Same Event Prediction

In this task, all event containing sentences in a news article are grouped into pairs. Given these sentence pairs as input, the task is to predict whether these sentences refer to the same event or not. In this binary classification task, we initially convert the provided training data of news articles into sentence pairs. For the example given above, 3 sentence pairs are constructed with following labels as shown in Table 1.

<table>
<thead>
<tr>
<th>Pair No</th>
<th>First Sent. No</th>
<th>Second Sent. No</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>TRUE</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>FALSE</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>FALSE</td>
</tr>
</tbody>
</table>

In the provided training data, on average each news article has around 4.5 sentences which contain an event. Overall, for the given 404 training instances, we end up with 4834 pairs of sentences in total. For this prediction part, we explore the pre-trained transformer-based neural network architectures. We fine-tune the following pre-trained models for our binary classification task.

- BERT (Devlin et al., 2018): Uses bidirectional transformer architecture to learn about language representation in an unsupervised manner. We fine-tune the BERT-Large Uncased\(^1\) model.
- ALBERT (Lan et al., 2019): This is an efficient (A Lite BERT) version of BERT which outperformed BERT in several benchmark data sets. In this paper, we experiment with the ALBERT-xl\(\text{large} V2\(^2\) model.

BERT-like models encode the provided input using different types of embeddings for tokens, segments and positions. These embeddings were initially trained on large data sets and later on fine-tuned for specific tasks. Similarly, in our case, a pair of sentences, which were separated from each other by a separator token ([SEP]), is fed into the model during the fine-tuning phase. This fine-tuned model is used for predicting whether two sentences are event coreferent or not.

BERT and ALBERT return either 0 or 1 as the prediction output. The prediction 1 is interpreted as the pair of sentences refer to the same event and 0 as they refer to different events. In order to make a better distinction between these outputs, we use -1 instead of 0 to represent the pairs which are not coreferent.

3.2. Re-scoring Sentence Pairs

As a result of the same event prediction step, all pairs have scores either 1 (when they refer to the same event) or -1 (when they refer to different events). For each pair, in addition to using this score, we also consider how this pair of sentences are in relation to other sentences. For instance, assume that two sentences \(s_i\) and \(s_j\) are predicted to be referring to the same event; therefore, they have \(Score(s_i, s_j) = 1\). However, the prediction result between \(s_j\) and \(s_k\) can be same or different than the prediction result between \(s_j\) and \(s_k\). If they are both 1, we increase the \(Score(s_j, s_k)\); otherwise, if they are different, we decrease the score.

\(^1\)https://github.com/google-research/bert
\(^2\)https://github.com/google-research/ALBERT
The main idea here is to calculate a score for a pair of sentences not just based on the pair itself but using their agreements and disagreements with other sentences as well. For any pair of sentences, \( s_i \) and \( s_j \), among the other sentences, \( s_k \), if there are many of them where \( s_i \) and \( s_j \) have the same prediction, then the likelihood of putting \( s_i \) and \( s_j \) to the same cluster should be higher. If the number of disagreements is higher, then the likelihood of putting \( s_i \) and \( s_j \) to the same cluster should be lower.

The proposed re-scoring algorithm is described in Algorithm 1. BERT is used to represent our fine-tuned BERT and ALBERT models. It can be replaced with any other classification model.

### Algorithm 1 Re-Scoring Pairs

\[
\text{All\_Scores} \leftarrow []
\]

for \( s_i \) in Sentences do
  for \( s_j \) in Sentences where \( s_j \neq s_i \) do
    if BERT\((s_i, s_j)\) = 1 then
      Score\((s_i, s_j)\) ← 1
    else
      Score\((s_i, s_j)\) ← -1
    end if
  end for
end for

In Algorithm 1, reward and penalty can be set to different values between 0 and 1. The optimum values are identified using the validation data.

### 3.3. Constructing Event Clusters

After re-scoring the pairs, these updated scores are used to create the clusters, and for this clustering part, we use a greedy algorithm. Initially we assume that none of the sentences belongs to a cluster. Among all pairs of sentences, we only consider the ones where the score of the pair is higher than 0. For the rest, where score is 0 or less, we assume that they cannot belong to the same cluster; therefore we ignore those cases.

We sort all pairs with scores higher than 0 by their scores in descending order and, in case when there is a tie in the scores, we give priority to the sentences with lower indices. By giving that priority, we aim to start the event clustering from earlier sentences as that is how we expect the events are presented in the news articles as well. Therefore, the idea is that, in case of a tie, place the pair with the smallest sentence number before the other ones.

After sorting the pairs based on their scores and sentence indices, we begin to cluster the sentences starting with the pair with the maximum score. This merging continues until either (1) there are no more pairs of sentences left with score higher than 0, or (2) when every sentence is merged into some cluster already. In the first stopping condition, if there are any sentences left unclustered, we consider those as individual clusters. This clustering algorithm is summarized in Algorithm 2.

Our approach is similar to hierarchical clustering, as it creates clusters in a bottom-up fashion. Instead of using the minimum distance, we use the maximum score to decide the clusters.

### Algorithm 2 Clustering

\[
\text{All\_Scores} \leftarrow \text{scores retrieved from re-scoring sentence pairs}
\]

\[\text{SORT (All\_Scores by descending order of scores and ascending order of sentence ids)}\]

\[\text{FILTER(All\_Scores by scores > 0)}\]

\[\text{num\_of\_groups} \leftarrow 0\]

for \( s_i, s_j \) in All\_Scores do
  if Groups\((s_i) = 0 \text{ and Groups}(s_j) = 0 \text{ then}\)
    num\_of\_groups ← num\_of\_groups + 1
    Groups\((s_i) \leftarrow \text{num\_of\_groups}\)
    Groups\((s_j) \leftarrow \text{num\_of\_groups}\)
  else if Groups\((s_i) = 0 \text{ then}\)
    Groups\((s_i) \leftarrow \text{Groups}(s_i)\)
  else if Groups\((s_j) = 0 \text{ then}\)
    Groups\((s_j) \leftarrow \text{Groups}(s_j)\)
end if
end for

for \( s \) in Sentences do
  if Groups\((s) = 0 \text{ then}\)
    num\_of\_groups ← num\_of\_groups + 1
    Groups\((s) \leftarrow \text{num\_of\_groups}\)
  end if
end for

Source code of the proposed three steps approach is available online\(^3\).

### 3.4. An Example

In order to show how the proposed algorithms perform with respect to a single news article, an example with 7 sentences and 2 clusters, is chosen from the training data. All three steps of the approach and their respective outputs are presented in Table 2.

The first two columns represent the constructed sentence pairs. For 7 sentences we construct 21 pairs in total. Column 3 presents the outputs of the coreference classifier for these 21 pairs. The output is 1 for sentences that are coreferent and -1 for sentences that are not. These are the scores before re-scoring. Column 4 displays the scores after re-scoring. Finally, the last column shows the filtered pairs (ones with score higher than 0), the order of pairs after sorting by score and indices and, finally step by step construction of the clusters.

\(^3\)https://github.com/su-nlp/Event-Clustering-within-News-Articles
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### Table 2: An Example for Re-Scoring and Clustering (Final clusters are the same as the actual clusters, which are [2, 4, 27, 36, 37] and [40, 43])

<table>
<thead>
<tr>
<th>si</th>
<th>sj</th>
<th>Scores Before Re-Scoring</th>
<th>Scores After Re-Scoring</th>
<th>Orders &amp; Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>1</td>
<td>2 (2) [2, 27, 36]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>1</td>
<td>2 (3) [2, 27, 36]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>-1</td>
<td>2 (4) [2, 27, 36, 37]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>-1</td>
<td>-3</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>-1</td>
<td>-3</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>1</td>
<td>2 (5) [2, 27, 36, 37]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>1</td>
<td>2 (6) [2, 27, 36, 37]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>37</td>
<td>1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>1</td>
<td>-2</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>43</td>
<td>1</td>
<td>-2</td>
<td>-</td>
</tr>
<tr>
<td>27</td>
<td>36</td>
<td>1</td>
<td>4 (1) [27, 36]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>37</td>
<td>1</td>
<td>2 (7) [2, 27, 36, 37]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>40</td>
<td>-1</td>
<td>-4</td>
<td>-</td>
</tr>
<tr>
<td>27</td>
<td>43</td>
<td>-1</td>
<td>-4</td>
<td>-</td>
</tr>
<tr>
<td>36</td>
<td>37</td>
<td>1</td>
<td>2 (8) [2, 27, 36, 37]</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>40</td>
<td>-1</td>
<td>-4</td>
<td>-</td>
</tr>
<tr>
<td>36</td>
<td>43</td>
<td>-1</td>
<td>-4</td>
<td>-</td>
</tr>
<tr>
<td>37</td>
<td>40</td>
<td>-1</td>
<td>-3</td>
<td>-</td>
</tr>
<tr>
<td>37</td>
<td>43</td>
<td>-1</td>
<td>-3</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>43</td>
<td>1</td>
<td>2 (9) [40, 43]</td>
<td></td>
</tr>
</tbody>
</table>

Comparing columns 3 and 4 shows the impact of re-scoring. All 21 scores have changed, either increased or decreased. Among these, the most important ones are the ones in colored cells. In these three cases, the re-scoring does not only change the score but also the sign of the score, which directly affects the final clustering. If we use the initial scores without re-scoring, than all 7 sentences will be clustered into the same cluster. However, the re-scoring step corrects the wrong prediction between pairs 4-40 and 4-43, which at the end leads sentences 40 and 43 to end up in a different cluster than the rest of the sentences. Constructing the clusters with the re-scored pairs returns the same clusters as the actual golden standard clusters.

### 4. Experiments

During development, we divide the provided 404 news articles into two splits (80% for training and 20% for validation). After splitting the news articles, sentence pairs are constructed for the training and validation sets. At the end, 3758 pairs of sentences are constructed for training and 1076 pairs for the validation part. During the development phase, the validation data is used to compare the performance of models. In this section, we report some experimental results over this data.

For the final phase, we received another 100 test samples from the organizers. All 404 training instances are used to train our final model to be tested on this 100 samples. Our final best model’s performance over this test sample is also reported in this section.

#### 4.1. Evaluation Metrics

The evaluation script provided by the organizers is used to evaluate the models. Adjusted Rand Index and F1 measures are reported. Since the number of sentences in the input news article has direct impact on the size of the hypothesis space and the complexity of the problem; two different averaging mechanisms are used in evaluations.

- **Macro**: Averaging the scores despite the number of sentences in the news article. This measure weights all news articles equally likely; therefore, it is an un-weighted approach.
- **Micro**: This weighted metric is calculated by multiplying the score of each news article by the number of event containing sentences it contains, and then dividing the sum with total sentence count across all news articles. In other words, news articles, which contain more event containing sentences, are weighted more.

As a result, more complex test cases have higher impact on the final score.

#### 4.2. Baseline System

The baseline system developed by the organizers is two fold, which is similar to Mention-Pair models.

- As the first step, they evaluated each possible sentence pair and predicted whether they are coreferent or not. The organizers used a multi-layered perceptron model for the prediction task but the details of the model are unknown at this point.
- As the second step, they used the Correlation Clustering algorithm (Bansal et al., 2004) to process and cluster the predicted pairs from the first step.

#### 4.3. Same Event Prediction Experiments

Before analyzing the results of the event clustering, we initially compare the performances of BERT and ALBERT on the same event prediction task. Results of the experiments over the validation set are presented in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.741</td>
<td>0.739</td>
<td>0.741</td>
<td>0.734</td>
</tr>
<tr>
<td>ALBERT</td>
<td>0.784</td>
<td>0.784</td>
<td>0.784</td>
<td>0.780</td>
</tr>
</tbody>
</table>

As seen from the Table 3, ALBERT outperforms BERT in predicting whether sentences are referring to the same event or not. Due to its better performance, we continue working with the ALBERT model in the following experiments.

#### 4.4. Cluster Construction Experiments

In order to compare how our proposed re-scoring and cluster construction algorithms compare with respect to Correlation Clustering (CC) algorithm used in the baseline, we apply all these approaches to the prediction outputs of sentence pairs. We perform two experiments in order to analyze the individual effects of our two proposed approaches, re-scoring and clustering.
In the first experiment, we skip the re-scoring phase and directly cluster the sentences based on their initial scores from the prediction model, which are either 1 or -1. This setting is referred to as w/oRS+C. As the second experiment, we re-score the pairs and then cluster, which is referred to as w/RS+C. In this one, during the re-scoring part both the reward and penalty are set to 1. Results of these experiments on our validation data are presented in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>ARI</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Macro</td>
<td>Micro</td>
</tr>
<tr>
<td>Baseline CC</td>
<td>0.5359</td>
<td>0.3964</td>
</tr>
<tr>
<td>Ours w/oRS+C</td>
<td>0.6231</td>
<td>0.5277</td>
</tr>
<tr>
<td>Ours w/RS+C</td>
<td>0.6088</td>
<td>0.5293</td>
</tr>
</tbody>
</table>

Table 4: Evaluation Results with varying reward/penalty

According to the results, our proposed approach outperforms the Correlation Clustering (CC) algorithm. Using the proposed clustering algorithm standalone without the re-scoring part provides significant improvements compared to the CC algorithm in ARI metric. When the proposed clustering is combined with the re-scoring phase, drastic improvements are also observed in the F1 Measure.

In our proposed approach, the main bottleneck in terms of running time comes from the re-scoring part which has a time complexity of $O(n^3)$, where $n$ is the number of sentences. Overall, since the number of sentences containing event is limited (on average 4.5 sentences), this running time is acceptable given the improvement in the F1 Measure.

### 4.5. Effect of Training Size

In the initial data set, we were provided with 404 news articles, and among those, we use 80% for the training which makes a total of 3758 pairs of sentences. Unfortunately, this is still a limited data set for fine-tuning a model. In order to see whether using a larger training set would give a higher performance, we keep everything same, except for the training set size and train different models.

In Figure 1, the worst performance is obtained when both the reward and penalty is set to 1. Penalty equal to 1 performs poorly for the ARI metric, and similarly reward being set to 1 returns lower F1. Even though there is not a clear winner, based on the performances, both reward and penalty are set to 0.8 in the final model. The final results obtained with these values are presented in Table 5. As seen from Table 5, even a slight decrease in the reward and penalty rates leads to an important increase in the final results.

### 4.6. Fine-tuning reward and penalty Scores

Table 4, the experiments are performed after setting both reward and penalty to 1. In such a case, for a pair of sentences, $s_i$ and $s_j$, the same event prediction’s result between these two sentences has the same effect as these two sentences being in agreement with other sentences. Normally agreement or disagreement with respect to other sentences may have lower effect on the final score compared to the pairwise prediction score of these sentences. Therefore, fine-tuning the values of reward and penalty may result in more effective re-scoring and clustering.

Values from 0.6 to 1 with an increase rate of 0.1 are used to fine-tune the reward and penalty scores over the validation set. Different optimum values are obtained for different metrics. Results for all 4 metrics are presented in Figure 2. In Figure 2, the worst performance is obtained when both the reward and penalty is set to 1. Penalty equal to 1 performs poorly for the ARI metric, and similarly reward being set to 1 returns lower F1. Even though there is not a clear winner, based on the performances, both reward and penalty are set to 0.8 in the final model. The final results obtained with these values are presented in Table 5. As seen from Table 5, even a slight decrease in the reward and penalty rates leads to an important increase in the final results.

<table>
<thead>
<tr>
<th>reward/penalty</th>
<th>ARI</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Macro</td>
<td>Micro</td>
</tr>
<tr>
<td>1.0 / 1.0</td>
<td>0.6088</td>
<td>0.5293</td>
</tr>
<tr>
<td>0.8 / 0.8</td>
<td>0.6500</td>
<td>0.5749</td>
</tr>
</tbody>
</table>

Table 5: Evaluation Results with varying reward and penalty values with w/RS+C approach

### 4.7. Experiments on Test Set

Finally, based on our experiments over the validation set, using ALBERT together with our proposed clustering approach with reward and penalty set to 0.8 is our best model. Retraining this same model over the whole training data and testing it over the test data set returns the following results in Table 6. As observed, our best model consistently outperforms the baseline model across all metrics.

<table>
<thead>
<tr>
<th></th>
<th>ARI</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Macro</td>
<td>Micro</td>
</tr>
<tr>
<td>Baseline Model</td>
<td>0.5077</td>
<td>0.4064</td>
</tr>
<tr>
<td>Ours Submission</td>
<td>0.6006</td>
<td>0.4644</td>
</tr>
</tbody>
</table>

Table 6: Evaluation Results over Test Data
5. Conclusion

This paper summarizes our initial explorations on event sentence coreference identification within news articles. We propose a three-step approach, which is based on mention-pair model. Overall, these approaches independently and jointly work good enough to outperform the shared-task’s baseline.

In future, we will perform detailed analysis of these approaches and continue improving these individual steps for our end task. An idea is to integrate the classifier’s confidence levels to the scoring mechanism. Instead of using just the classification output as -1 or 1 at the initial scoring and re-scoring steps, we will analyze the effects of using classifier’s confidence values directly.
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