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Preface

AI4HI-2020 is a major forum that brings together participants from various disciplines to present,
discuss, disseminate and share insights on the exploitation of Artificial Intelligence (AI) techniques,
semantic web technologies and language resources for the semantic enrichment, search and retrieval
of cultural images for the first time. The workshop is co-located with the 12th Edition of Language
Resources and Evaluation Conference at the Palais du Pharo, Marseille, France.

Semantic web technologies are capable of enriching the data with the required semantics; however,
existing ontologies and available models do not fully support the domain-specific requirements of users.
The workshop attracts significant attention to make historical images accessible to the general public,
as more domain-specific semantics becomes available. The AI4HI-2020 workshop has a general focus
on the application of artificial intelligence, semantic web technologies such as ontologies, thesauri and
controlled vocabularies, and language resources to enrich and improve access to images related (but not
limited) to historical and cultural heritage. This workshop provides the platform to discuss research
results including experiments, use cases, experiences, best practices, methods and recommendations
for the use of AI and semantic web technologies for historical images. The workshop attracted papers
from many stakeholders including AI researchers, NLP experts, digital humanists, linguists, computer
scientists and ontology engineers together to present their work and share their experiences.

Y. Abgaz, A. Dorn, J. L. Preza Diaz, G. Koch

11-16 May 2020
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Abstract
Cultural institutions such as galleries, libraries, archives and museums continue to make commitments to large scale digitization of
collections. An ongoing challenge is how to increase discovery and access through structured data and the semantic web. In this paper
we describe a method for using computer vision algorithms that automatically detect regions of “stuff”—such as the sky, water, and
roads—to produce rich and accurate structured data triples for describing the content of historic photography. We apply our method to a
collection of 1610 documentary photographs produced in the 1930s and 1940 by the FSA-OWI division of the U.S. federal government.
Manual verification of the extracted annotations yields an accuracy rate of 97.5%, compared to 70.7% for relations extracted from
object detection and 31.5% for automatically generated captions. Our method also produces a rich set of features, providing more
unique labels (1170) than either the captions (1040) or object detection (178) methods. We conclude by describing directions for a
linguistically-focused ontology of region categories that can better enrich historical image data. Open source code and the extracted
metadata from our corpus are made available as external resources.

Keywords: computer vision, image segmentation, cultural heritage, photography, Linked Data, ontology, digital humanities

1. Introduction

Galleries, libraries, archives, and museums (known as
GLAM institutions) and other cultural heritage organiza-
tions have increasingly sought to provide structured meta-
data about historic collections in an effort to increase ac-
cess and discovery. Where records have been digitized and
rights restrictions allow for it, many of these organizations
have also been able to make the digital records directly ac-
cessible through openly available APIs and URIs. Promi-
nent examples of these efforts include the Rijksmuseum’s
RijksData (Dijkshoorn et al., 2018), Europeana’s Search
API, Record API, and SPARQL endpoint (Concordia et al.,
2009), and the Linked Data Service provided by the United
States Library of Congress (Zimmer, 2015). The effort to
make resources available within a cohesive semantic web
offers exciting possibilities for research and public access
to cultural collections. Yet, challenges remain for produc-
ing structured data that facilitates access and exploration of
digital archives.

Many digital collections held by cultural heritage organiza-
tions consist of still and moving image data. These include
scans of textual documents, photographs of material cul-
ture, and digital scans of artwork, photographs and other
visual objects. Unlike machine-readable textual archives,
visual collections do not immediately offer a simple method
for automated search or data extraction. While records may
include extensive metadata about the provenance of a digi-
tal image, there is often little to no structured data pertain-
ing to the content of the image itself. Even when descriptive
captions exist, these are typically short and intended to be
read alongside the object itself. In other words, captions
are written assuming that the reader will be able to look
at the object. The lack of structured linguistic descriptions

serves as a roadblock to providing rich links between and
across collections, as well as limiting the possibilities for
large-scale analysis. While expert and crowd-sourced an-
notations can fill in some gaps, manual data construction
requires extensive resources and becomes more difficult as
digitized datasets increase in size (Seitsonen, 2017).

Computer vision techniques provide a direction for the au-
tomated creation of structured data to enrich collections of
historic digital images. Machine learning techniques can
detect features present in images and store these alongside
human-generated metadata pertaining to the digital records.
However, the use of automated techniques have their own
unique set of challenges. Most computer vision algorithms
are built using modern datasets, and may produce annota-
tions that are inaccurate or inappropriate for historic data.
Incorrectly extracted data records are particularly concern-
ing when making data available to the public. Even when
including confidence scores for extracted features, studies
have shown that people have trouble accurately interpreting
probabilistic data and are overly confident in predictions
(Khaw et al., 2019). The challenges of mis-classified data
are particularly acute when they risk reinforcing racial, gen-
der, and socioeconomic biases inherent in the training data
behind machine learning techniques. For example, a re-
cent study showed that face detection algorithms have dif-
ficulty identifying darker skinned individuals (Buolamwini
and Gebru, 2018). Applying state-of-the-art face detection
algorithms to a collection of photographs, therefore, risks
further hiding marginalized communities.

In this article we present a method for the automated extrac-
tion of highly-accurate structured data describing the con-
tent of historic photography using computer vision algo-
rithms. Specifically, our approach is based on the detection
of regions of the image containing elements described as
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Figure 1: Automatically generated labels assigned to FSA-OWI color photographs by the Mask R-CNN instance object
classification algorithm (X101-FPN) (Wu et al., 2019). For each of the eight selected object types, the five images from the
FSA-OWI color photographs that are most predicted to contain the given category are shown. All categories were estimated
to exist with probability greater than 80%. The plane and horse categories seem to have correctly identified the objects in
their five respective images, and two of the cow images are in fact cows (the others are horses). The remaining categories
seem to be all false detections. Many mistakes are hard to explain, such as the row of skateboard objects.
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Figure 2: Three detected captions for three FSA-OWI photographs using the ‘Show, attend and tell’ model (Xu et al., 2015).
The first provides a caption that matches the image and the third produces a caption that is very similar to the image. The
second correctly identifies the subject of a woman in the frame but mistakenly believes she is holding a microphone. The
final image produces an annotation that incorrectly labels the people as giraffes.

“stuff”, which includes elements such as sky, water, trees,
grass, and roads (Caesar et al., 2018). While temporal, cul-
tural, and regional differences exist in some of these cate-
gories, the stuff-based regions of images are significantly
more robust than many other features that can currently be
extracted from image data.

We focus on the application of our method to the 1610
color photographs from the Farm Security Administration-
Office of War Information Collection (FSA-OWI) at the
United States Library of Congress. We selected the col-
lection for three reasons. First, it is a part of one of the
most famous and researched photography archives from the
United States (Tagg, 2009). Second, the collection is held
by a library that is invested in open access and encourages
experimentation with their digital collections. Third, the
collection is indicative of many documentary photography
collections held in GLAM institutions. It is a large enough
collection that manual annotation of new features would be
overly time consuming and expensive. It has has some de-
scriptive metadata consisting of minimal captions, but these
are too short and vauge to easily facilitate semantic connec-
tions within and across collections.

The remainder of this article is structured as follows. Sec-
tion 2 gives a brief survey of several projects currently us-
ing computer vision and structured data to augment historic
image collections. Section 3 provides an overview of im-
age segmentation and the current approaches for the classi-
fication of stuff categories. Section 4 presents our specific
approach and schema for producing structured data from
images. In Section 5 we give an evaluation of our approach
applied to a collection of 1610 photographs from the 1930s
and 1940s. We conclude in Section 6 with a discussion of
future possibilities and challenges of applying image seg-
mentation to historic datasets.

2. Background

The task of enriching image datasets with automated de-
scriptions has been approached from several angles. Meth-
ods include object detection (2.1), automated captions (2.2)
and image embeddings (2.3). The objects of study in his-
toric datasets often do not align with the contemporary cat-

egories used to describe object detection algorithms, auto-
mated captions, and the types of relationships produced by
image embeddings. Working with historic data to produce
the kinds of automated extraction of structured data neces-
sary requires a different approach, which we outline in the
sections that follow.

2.1. Object Detection

The algorithmic identification of objects within an image is
one of the most prominent tasks in computer vision. Early
tasks focused on relatively simple objectives, such as the
classification of hand-written digits in the MNIST dataset,
which used small 28-by-28 grids of black and white pixels
(Platt, 1999). Modern training datasets feature thousands
of categories, ranging for very specific categories, such as
a specific species of dogs, to relatively abstract concepts
such as ‘grocery stores’ and ‘parties’. Using transfer learn-
ing, in which a model trained on one dataset is modified to
function on a new task, it is possible to produce algorithms
trained to detect virtually any object category by manually
tagging only a small set of training examples. The train-
ing of models for specific features has been employed in
the annotation of several historical image datasets, such as
the location of Dadaism art work (Thompson and Mimno,
2017) and detecting figures in digitized newspapers (Wev-
ers and Smits, 2019).

Current state-of-the-art models for detecting objects within
images are difficult to use as a general-purpose code system
for the analysis of visual culture. Available models fea-
ture categories that are too specific and only cover a very
small number of the object types that could be seen within
the frame of modern, western-centric film and photography.
When considering historical or more diverse datasets, the
coverage is even worse. For example, the popular ILSVRC
dataset contains 1000 categories, but only seven types of
fruits (fig, pineapple, banana, pomegranate, apple, straw-
berry, orange, and lemon), four vegetables (cucumber, ar-
tichoke, bell pepper, head cabbage), and eight other food
items (pretzel, bagel, pizza, hotdog, hamburger, guacamole,
burrito, and popsicle) (Russakovsky et al., 2015). There are
no generic catch-all food categories for other items falling
outside of these lists. While there are 120 subcategories
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Figure 3: Example of a trained stuff-segementation algorithm applied to one FSA-OWI photograph (Wu et al., 2019). The
algorithm detected five types of regions: sky, mountain, grass, things, and person.

for dog breeds, there is no category pertaining to horses or
cows. Applying these object detection models indiscrim-
inately to a large corpus without understanding its limita-
tions will result in biased results. They will find certain
kinds of food items, animals, and clothing, but will com-
pletely ignore examples outside of a narrowly curated list
of categories.

Object detection is a useful tool for annotating specific fea-
tures of interest within a collection. However, each feature
requires a manually trained model and may not generalize
well to a new collection. Using existing models with pre-
selected categories on historic images typically produces a
mix of correct and false annotations. Figure 1 shows the
results of a popular object detection algorithm to the FSA-
OWI collection (Wu et al., 2019). While some categories
produced reasonably accurate annotations, such as the de-
tection of horses and people, most categories detected more
false positives than successfully generated tags. Without a
good general-purpose collection of object detectors, a chal-
lenge discussed further in Section 6 , object detection re-
mains difficult to use as a means for producing structured
data for linking historic image collections.

2.2. Automated Captions

Because object detection on its own has major chal-
lenges, particularly when working with historic data, an-
other method has been to use automated captions. The au-
tomated generation of descriptive image captions is a more
ambitious task that has been a popular line of research at the
intersection of computational linguistics and computer vi-
sion. Captions generated through neural networks with the
help of linked textual data have shown to be fairly accurate,
offering a useful tool for automated description of images
in news articles and other media powerful (Hessel et al.,

2019) (Batra et al., 2018) (Hollink et al., 2016). As with
object detection, automatically generated captions within
well-defined domains, such as profile photos, has also been
fairly successful at generating accurate descriptions (Gatt
et al., 2018). On the more general task of generating free-
form image captions, current state-of-the-art methods also
produce impressive results when applied to modern datasets
(Nikolaus et al., 2019) (Jiang et al., 2019) (Wang et al.,
2018). On datasets that differ from the specific training
data, however, modern methods too-often produce nonsen-
sical results that make them difficult to deploy directly in an
archive. Figure 2 show the results of one popular caption al-
gorithm applied to photographs from the 1940s (Xu et al.,
2015). While two captions produce reasonable results, a
third incorrectly identifies the object held by the main sub-
ject and the fourth mistakenly believes the two men in the
frame are giraffes.

2.3. Image Embedding

Given the difficulty of automatically producing accurate
structure data from image collections, the use of image em-
bedding has become a popular approach for finding links
between and across collections of visual data. Similar
to the process of using word embeddings, image embed-
dings most frequently project a collection of images into the
penultimate layer of a neural network. Once represented as
a sequence of numbers in a high-dimensional space, images
within an across collections can be associated with their
closest neighbors (McAuley et al., 2015). Flattening image
embeddings into two or three dimensions produces useful
visualizations of large image collections. Tools in the dig-
ital humanities, such as Yale DH Lab’s PixPlot, make this
approach accessible to a large community of users and il-
lustrates the appeal of its method (Duhaime, 2019).
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Group Meta Categories Categories
indoor ceiling ceiling-tile
indoor floor floor-wood; floor-stone; floor-tile; floor-marble; carpet
indoor food fruit; vegetable; salad
indoor furniture cabinet; cupboard; counter; desk; door; light; mirror; shelf; stairs; table
indoor rawmaterial cardboard; metal; paper; plastic
indoor textile banner; blanket; curtain; cloth; clothes; napkin; mat; pillow; rug; towel
indoor wall wall-brick; wall-stone; wall-tile; wall-wood; wall-panel; wall-concrete
indoor window window-blind
outdoor building bridge; house; roof; skyscraper; tent
outdoor ground dirt; gravel; pavement; platform; playingfield; railroad; road; sand; snow; mud
outdoor plant flower; grass; tree; bush; leaves; branch; moss; straw
outdoor sky clouds
outdoor solid mountain; rock; hill; stone; wood
outdoor structural fence; net; railing; cage
outdoor water river; sea; waterdrops; fog

Table 1: Hierarchical description of 91 stuff categories (Caesar et al., 2018). Additionally, each metacategory other than
“rawmaterial” also contains an “other” label (not shown) for regions that do not fit into any specific category.

For finding similar images or detecting patterns and trends
within a collection, image embeddings are a useful tool and
generalize well to new and historic datasets. By forgoing
the explicit creation of structured data, they avoid many of
the pitfalls of the automated information extraction. How-
ever, the constructed data does not produce meaningful re-
lationships that can be easily distributed as structured data.
This makes it difficult to extend the recommendation sys-
tem to new collections and to find links across a web of
archives.

3. Image Segementation of Stuff
A recent development in computer vision has opened an
exciting new path for the automated description of images.
In 2018, a research team from University of Edinburgh
and Google AI released a new corpus of image training
data that contained 91 new categories (Caesar et al., 2018).
However, unlike previous image datasets, their categories
did not focus on the detection of specific objects. Rather,
the team built an ontology and large collection of training
data to detect the “amorphous background regions” within
an image. These regions do not correspond to objects,
but instead to un-enumerable collections such as the sky,
water, and ceilings. The team described these regions as
“stuff” categories and proposed a comprehensive ontology
of them. Their approach split all regions under two groups:
“indoor stuff” and “outdoor stuff”. These groups are fur-
ther divided into meta categories, which include “water”,
“ground”, “sky”, “furniture”, and “floor”. Finally, these are
split into 91 fine-grained categories such as “sea”, “mud”,
“clouds”, and “carpet”. A full description of the available
categories is given in Table 1. The joint task of identifying
these labels alongside object labels has been one of shared
tasks sponsored by the Common Objects in Context chal-
lenge from 2017 to 2019 (Kirillov et al., 2019). As a result,
there are now many accurate models for automatically la-
belling these regions. Figure 3 shows the detected regions
found within an image from the FSA-OWI archive.

While no classification scheme can be free of cultural as-

sumptions nor account for all possible scenarios, the stuff
categories are significantly more generic than the object
categories. This is particularly true of the high- and mid-
level categories. The higher-level categories avoid some
of the material-specific designations from the lowest-level
categories, such as wood flooring, that may not be appli-
cable with images that significantly depart from the avail-
able training data. By aggregating information about de-
tected stuff categories, we can make intelligent guesses
about whether an image was taken inside or outside, how
the people in the image are placed relative to the back-
ground, and the location and role of the horizon in framing
the image.

As always when working with automatically generated an-
notations, care should be taken to avoid misinterpreting the
results of stuff-segmentation algorithms. There are cate-
gories that have a degree pf ambiguity between them, such
as “dirt” and “sand” or “mat” and “rug”. Also, the stuff cat-
egories were designed pragmatically for the task of assign-
ing all the pixels in an image to a fixed set of classifications.
The distinction between stuff and objects is not a sharp
epistemological distinction. Several categories overlap be-
tween the two, such as “furniture” and “door”; the differ-
ence in labels is a result of the size of the images and their
resolution rather than a fundamental property of the objects
themselves. These ambiguities are essentially unavoidable
and should not deter the usage of the stuff categories. The
only caution is to avoid making claims that may come down
to relatively arbitrary distinctions between categories—for
example, claiming that Photographer A took more photos
with dirt backgrounds whereas Photographer B preferred
sand backgrounds—without carefully evaluation the appro-
priateness of the distinction and the accuracy of the auto-
matic identification in a particular application.

4. Annotations as Structured Data
Our proposed method for the automatic extraction of struc-
tured data from image data begins by applying the Detec-
tron2 implementation of image stuff segmentation (Wu et
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@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix pgram: <http://photogrammar.org#> .
@prefix dcterms: <http://purl.org/dc/terms/> .
@prefix oa: <http://www.w3.org/ns/oa#> .

<http://photogrammar.org/anno1> a oa:Annotation ;
dcterms:creator <http://photogrammar.org/tarnold2> ;
dcterms:created "2020-02-19T12:00:00Z" ;
oa:hasBody [
a pgram:ImageSegmentationRegion ;
pgram:regionName <http://example.org/stuff/things> ;
pgram:regionPercent 32 ;

] ;
oa:hasTarget <http://photogrammar.org/resource/1a35022v> ;
oa:motivatedBy oa:tagging .

<http://photogrammar.org/anno2> a oa:Annotation ;
dcterms:creator <http://photogrammar.org/tarnold2> ;
dcterms:created "2020-02-19T12:01:00Z" ;
oa:hasBody [
a pgram:ImageSegmentationRegion ;
pgram:regionName <http://example.org/stuff/people> ;
pgram:regionPercent 6 ;
pgram:regionCount 1 ;

] ;
oa:hasTarget <http://photogrammar.org/resource/1a35022v> ;
oa:motivatedBy oa:tagging .

Schema 1: Example of extracted structured data from the image in Figure 3 using the stuff-based image segmentation
technique.

al., 2019). The total proportion of the image allocated to
each stuff category is computed from the annotated image.
For any category that constitutes more than 5% of the to-
tal image, we store an annotation relating the category to
the image, along with the overall percentage score. Addi-
tionally, we tabulate the number of detected people in the
image. While the general purpose object detections are not
reliable on historic images, the detection of the people cat-
egory is reasonably accurate across different corpora and
the presence (or absence) of people within an image is an
important feature to distinguish different image subjects.

The utility of structured data rests on describing data us-
ing standard ontologies. It is important, when extracting
data for linkage and discovery, to carefully consider the
schema(s) to use in describing relationships. There cur-
rently exist several ontologies for describing image data.
Schema.org supplies generic schemas for photographs, im-
ages, paintings, and creative works (Guha et al., 2016).
Dublin core offers a well-established ontology for describ-
ing digital records specifically designed for libraries and
digital archives (Weibel, 1997). Both of these are useful
for describing the provenance of digital objects. Several
schema also exist for describing the content of image data,
often with a specific focus on describing time-coded mov-
ing images such as film and television. The Advene project
provides an ontology designed to integrate with their man-
ually annotation tool (Aubert and Prié, 2005). The Audio-
Visual Rhetorics of Affect group extended this vocabulary to
include more granular terms that capture formal elements
of affect and film studies (Agt-Rickauer et al., 2018).

The field-specific ontologies provided for digital images
provide useful methods for linking collections. Our digital
project based on the FSA-OWI collection uses the Dublin
Core Metadata Element Set to describe each record. In our
work here, however, we aim for simplicity by describing
our annotations using a class extension of the the Web An-
notation Data Model (Sanderson et al., 2017). Schema 1
shows any example of the extracted structured data from
regions detected in the image from Figure 3. Each de-
tected region type within an image is assigned a unique
identifier describing the region. This region is then asso-
ciated with the original image, the type of region and the
percentage of area taken up by the region. For the per-
son annotation, the number of individual objects (1) is also
recorded. Not shown in the example is a structured descrip-
tion of the region type codes that encode the hierarchical
relationships described in Table 1. The title of the image
is included to indicate where other image-level metadata
would be recorded—such as the photographer, date, and
rights information—in the full record.

5. Evaluation

The annotation method described in Section 4 was applied
to the entire corpus of 1610 color photographs from the
FSA-OWI collection (Trachtenberg, 1990). An example of
these are shown in Figure 4. For the purpose of comparison,
two additional annotations were also computed. Each pho-
tograph was tagged with detected objects and labelled with
any object that appeared with at least a probability of 85%

6



Figure 4: Seven selected stuff types and the people category shown with the five images from the FSA-OWI color pho-
tographs that are most predicted to contain the given type. Uses the ResNet+FPN model provided by the Detectron2 model
zoo (Wu et al., 2019). The only labels that appears the be falsely detected are in the third and fifth bridge images, where
construction equipment is falsely believed to be a bridge.
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and for each photograph an automatically detected caption
was produced (Figures 1-2 show examples of these annota-
tions).1 The annotations for each photograph were coded
to indicate where the annotation was accurately applied.
A “stuff” region label was considered accurate if the re-
gion was visible within the image and an object label was
considered accurate if the object existed somewhere in the
image. A caption was considered accurate if it could be
considered true in a strictly literal sense. For example, a
caption saying that there are two people in an image that
contains three people was considered correct for our pur-
pose. Because not all images are guaranteed to include a
region that falls above our threshold for inclusion, we also
recorded the percentage of images that had at least one cor-
responding label (called recall in the results). The results
are given in Table 2.

Acc. Recall Unique Results
Stuff & People 97.5% 98.9% 1140
Objects 70.7% 37.3% 178
Captions 31.5% 100% 1040

Table 2: Results of manually validated labels produced on
the FSA-OWI color photographs.

Both the close-analysis of the annotations in Figure 4 il-
lustrate the efficacy of “stuff” region-based annotations for
adding structured data to historic image data. The object
annotations do offer many useful features, but have an error
rate around 30%, making them difficult to use without man-
ual validation. At the moment the captions are correct less
than a third of the time, and even the best captions fall far
short of human-produced records. The “stuff” regions have
an accuracy of 97.5%; while public display of estimated an-
notations should contain a note about their auto-generated
nature, it is possible to use these annotations without man-
ual validation. The high accuracy of the stuff-based anno-
tation method does not come at the cost of producing only
uninteresting or unexpressive relations. In fact, the number
of uniquely labelled images is slightly higher than even the
captions-based method, and labels were found for nearly
99% of all images. Looking manually at the results of the
most representative images, we see that the stuff-categories
capture key features of most of the image backgrounds and
many of their foregrounds.

6. Conclusions and Future Directions
We have presented a method for the automated production
of structured data describing the content of photographic-
corpora. The robustness and efficacy of our method was
shown through a case-study using 1610 documentary pho-
tographs from the 1930s and 1940s. While other methods,
such as object-detection and automated caption generation,
have the potential to provide additional structured data, the
generalizability of our approach offers a strategy for algo-
rithmically enriching large corpora of photographic mate-

1Full replication code, data, and results are available
at: https://github.com/statsmaths/fsa_color_
analysis.

rials through structured data in order to facilitate access,
discovery, and exploration within and across collections.

The approach presented here offers several avenues for fur-
ther extensions to supply additional structured information
to historic image corpora. First, there are a number of
ways that we could further encode information about the
detected regions. For example, recording the dominant col-
ors of each region type or indicating what part of an im-
age a region is located. Secondly, it is possible to develop
a structured language for creating image captions from the
structured data. In connection with the first item, this would
lead to captions such as a “Photograph of two people, with
a green mountain and blue sky in the background”. This
could produce image captions that, while more predictable
than techniques allowing for free-form language, are also
significantly more accurate. Finally, and most ambitiously,
would be to construct a generic, hierarchical version of a
tagged object detection algorithm that simulates the stuff-
based regions. This would allow for a similar usage of
object-detection algorithms for the automated extraction of
objects in the foreground of an image without being con-
strained to narrowly defined categories selected by current
datasets.
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Abstract
Iconclass, being a well established classification system, could benefit from interconnections with other ontologies in order to seman-
tically enrich its content. This work presents a disambiguating and interlinking approach which is used to match Iconclass Subjects
and concepts of the Art and Architecture Thesaurus. In a preliminary evaluation, the system is able to produce promising predictions,
though the task is highly challenging due to conceptual and schema heterogeneity. Several algorithmic improvements for this specific
interlinking task, as well as and future research directions are suggested. The produced matches, as well as the source code and additional
information can be found at https://github.com/annabreit/vocabulary-interlinking.
Keywords: Ontology Matching, Word Sense Disambiguation, Semantic Enrichment, Iconclass, AAT

1. Introduction
Iconclass (IC) (Van De Waal et al., 1973) is a widely used
resource to annotate and describe iconographic content of
artworks. Its entities are highly specific, where one IC entry
often represents an entire scene. However, due to its nar-
rative and descriptive focus, it is difficult to semantically
exploit these entities. An art recommender for example
would benefit from a semantic enrichment of IC entities, as
it could better understand the content of artworks favoured
by the user and thus his preferences. The interlinkage with
a more general ontology would increase the semantic inter-
pretability, both for machines and humans.
This work aims to semantically enrich IC data by interlink-
ing IC Subjects — a controlled vocabulary used to annotate
IC concepts — with concepts of the Art and Architecture
Thesaurus (AAT) (Peterson, 1990). A novel interlinking al-
gorithm is introduced and preliminarily evaluated on a non-
expert annotated dataset, yielding promising results. Still
existing weaknesses of the proposed system are addressed
in an extensive discussion on suggestions for improvement.

2. Data Sources
2.1. Iconclass (IC)
Iconclass is a well established taxonomy-like classification
system published between 1973 and 1985 by the Royal
Netherlands Academy of Arts and Sciences. It contains
iconographic entities which are widely used by museums
and art institutions around the world to describe the content
of artwork images. The entities are mainly hierarchically
organised, where the hierarchy is reflected in the identifica-
tion code: Iconclass data is subdivided into 10 root nodes
— so-called “main-divisions” — with corresponding ID-
codes of the digits 0-9. For each level of depth added, the
identification code is expanded by either (1) an alphanu-
meric digit, to introduce a subdivision (a child node with
increased specificity), (2) bracketed text, to introduce a spe-
cific entity (like a person) as child node, or (3) bracketed
text starting with a plus-sign, to “add a ’shade of meaning’
to the definition or meaning”1 via the child node.
IC entities are quite heterogeneous: While the main divi-
sions 1 to 5 describe general topics to represent principal
elements of art — such as 44D211 tax payment — enti-
ties whose ID starts with a digit ranging from 6 to 9 are

1http://www.iconclass.nl/contents-of-iconclass

more narrative, describing specific religious or mythologi-
cal scenes and elements, like 94L3221 the Hydra is killed
by Hercules assisted by Iolaus, who sears the roots of the
severed heads with burning brands; an enormous crab nips
Hercules’ foot. The main division 0 is used for abstract
art. Moreover, even entities describing general topics can
be both concept-centric like 44D211 tax payment or action-
centric like 34C11 feeding wild animals in winter.
To further describe IC entities, Subjects were introduced.
Subjects are tag-like, elements based on a controlled case
sensitive vocabulary. IC entities can have Subjects in mul-
tiple languages, however, the tags are not interlinked across
languages. Moreover, a 1-to-1 matching between languages
is not possible, as there is a different amount of tags per lan-
guage for some Subjects. Even though Subjects are disam-
biguated, the specificity varies which sometimes makes it
hard to understand the range of the intended meaning: The
subject plate is for example used for 41B2133 hearth-plate,
41D11 fashion plates, and 48C6143 plate, film∼ photogra-
phy. Subjects are inherited which means that an IC concept
is annotated both with its individual Subject tags as well as
with all tags from all of its broader concepts.

2.2. Art & Architecture Thesaurus (AAT)
The Art & Architecture Thesaurus is a ontology describing
art, architecture, conservation, archaeology, and other cul-
tural heritage, covering a broad temporal and geographic
spectrum. Included are not only entries for objects, but also
those describing colours, materials, art-styles and -periods.
This wide range of concepts is divided into 7 main facets:
Associated Concepts, Physical Attributes, Styles and Peri-
ods, Activities, Agents, Materials, and Objects. Facets are
further divided into one or multiple hierarchies with a sys-
tematic focus. Entries within the AAT hierarchy can have
different record types, i.e. facet, concept, hierarchy name
and guilde term. For most of the facets, only general con-
cepts but no instances exist. For example, while 300417304
sun gods is in the AAT, the Egyptian god Ra will not be
found. However, there are exceptions to this rule where
named entities are required to describe a concept, e.g. art-
styles and -periods or a specific type of furniture.

3. Problem Statement
As described above, AAT and IC, though both being on-
tologies in the same domain, have very different foci which

11



makes matching quite challenging. Not only is the entity
overlap of these two resources limited, but also the hier-
archical structure of the entries that do have a matching
equivalent in the other ontology are fundamentally differ-
ent. Matching AAT and IC data on concept level would
therefore not add much information to the entities. How-
ever, Subjects used in IC can be seen as a more general de-
scription of the concept which better resembles the nature
of AAT concepts.
Therefore, in this work, the two resources are not inter-
linked by matching their concepts, but IC Subjects are in-
terlinked with AAT concepts to add a layer of semantics.
To be more precise, the task of ontology matching of a
source and a target ontology is reformulated as the align-
ment between a controlled vocabulary, which annotates a
source ontology, and a target ontology. Due to this restate-
ment, classical ontology matching algorithms — especially
based on structure-level matchers — can not be applied in-
tuitively, as IC Subjects are not structured.

4. Related Work
The idea of matching Iconclass Subjects and AAT concepts
was first explored by Weda in 2017 (Weda, 2017). He used
two different data management and alignment tools, i.e.,
OpenRefine2 and Cultuurlink3, to align the two taxonomies
based on lexical features. Weda provided a comprehensive
qualitative report on the matching results, allowing insight
on difficulties arising with the alignment of the two ontolo-
gies. Unfortunately, the resulting matches were not made
publicly available.
The first work to explicitly exploit IC Subjects in order to
add semantic richness to IC concepts within a real world
use case was provided by (David and Kamerling, 2019).
The authors presented a recommendation system for art-
works based on relevancy scores of the interconnected IC
and AAT concepts.In the proposed algorithm, the concepts
of the two resources were aligned via IC Subjects, meaning
that the IC concept is linked to all AAT conceps, to which
at least one of its IC Subjects matches. This means, that
the same Subject can be matched with different AAT con-
cepts, depending on the IC concept it was attached to. To
create the matches between IC Subjects and AAT concepts,
first candidate matches were created using a simple string
matcher. Then disambiguation was performed using a pro-
prietary algorithm, where a match is considered correct if at
least one of the other IC Subjects assigned to the Iconclass
concept could be found in the hierarchical AAT parent path,
or, if only one candidate match was found. Unfortunately,
this algorithm produced many false positive matches.
In order to improve the interlinking of IC and AAT data this
work presents an algorithm for matching IC Subjects and
AAT concepts directly. This gives the possibility to better
understand the meaning of an IC Subject, by being able to
analyse the IC concept it analyses. Herefore, a sophisti-
cated disambiguation algorithm is introduced, which clas-
sifies each candidate match independently and therefore is
capable of producing an arbitrary number of matches for
each instance.

2http://openrefine.org/
3http://cultuurlink.beeldengeluid.nl/app

5. Matching strategy
As mentioned in 2., the specificity of the meaning of
IC Subjects varies among the tags, resulting in IC Sub-
jects aggregating the meaning of several AAT concepts.
Therefore, the matching algorithm must be able to take
one, multiple and no correct matches into account. Also,
Word Sense Disambiguation has to be performed, as vari-
ous terms appear more than once with different meanings
within the resources. For example, the term “craft” exists
as an English IC Subject, while AAT contains four con-
cepts having “craft” as prefLabel or altLabel: 300212527
aircraft, 300212528 spacecraft, 300042940 watercraft and
300054704 crafts (art genres). To determine which of these
AAT concepts actually fit to the IC Subject craft, some kind
of context for both the IC Subject and AAT concepts is nec-
essary. By comparing these contexts, disambiguation can
be performed and a decision on which are correct matches
can be made.

5.1. The algorithm
Let {s0, s1, s2, ...sn} be the elements of the source resource
S to be matched to the target resource T . Each si has zero,
one or multiple matching candidates {ti0, ti1, ..., tim} ∈ T .
The aim is to disambiguate the matching candidates in or-
der to identify correct matches.
For each si ∈ S, three different levels of contextC1

i ,C2
i and

C3
i can be defined, where C1

i corresponds to the narrowest
context which best describes si, while C3

i corresponds to
the broadest one having only a distant relation to si. Each
element tij ∈ T is associated with a context Zj . These
contexts are dependent on the resources to be matched and
must be defined by the user. For deciding whether the can-
didate tij should actually match with si the overlap between
their contexts is calculated as follows:

D(si, t
i
j) =

∑3
k=1 αk · φ(Ck

i , Zj)∑3
k=1 αk · σ(Ck

i )

with

φ(X,Y ) =

{
λ

√
|X∩Y |
|X| , if |X| > 0

0, otherwise

and

σ(X) =

{
1, if |X| > 0

0, otherwise

αk ∈ [0, 1] and λ ∈ N are hyperparameters. The result-
ing D(si, t

i
j) corresponds to the disambiguation value. If

it is higher than a certain threshold h, the tuple (si,tij) is
considered a match.

6. Experiment
A preliminary experiment was performed on matching IC
Subjects and AAT concepts in order to achieve a first in-
sight on the suitability and remaining challenges of the
proposed matching procedure. IC and AAT data was ex-
tracted in October 2019. The produced matches of all En-
glish IC Subjects, as well as the source code and additional
information can be found at https://github.com/
annabreit/vocabulary-interlinking.
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6.1. Setup
For matching IC Subjects S to AAT concepts T , the fol-
lowing contexts were defined:

• C1
i : Content in label parentheses.

Subject labels may contain additional content in
parentheses which adds additional meaning to the la-
bel. This content helps to disambiguate the label either
directly e.g. square (shape), or by further describing
it (Deadly Sins (Seven), left (opposite to right)).

• C2
i : Direct sibling Subjects.

This context contains Subjects that were co-assigned
to the same IC concept as the Subject of interest si.
However, only the individual Subjects of the concept
are taken into account, inherited Subjects are filtered
out.

• C3
i : Inherited sibling Subjects

This context contains Subjects that were co-assigned
to the same IC concept as the Subject of interest si.
However, only inherited Subjects are taken into ac-
count.

• Zj: Broader concepts
For all “preferred broaders” of the concept of interest
tij , prefLabels and altLabels are added to this context.

Matching candidates were collected by performing
language-aware case-insensitive exact string matching for
lightly pre-processed subject labels of IC and prefLabels
and altLabels from AAT concepts. Pre-processing of Sub-
ject labels consists of the removal of content in parenthesis.
The hyperparameters were experimentally set to, α1 = 0.9,
α2 = 0.8 and α3 = 0.7, while λ was set to 5. The thresh-
old parameter h was chosen to be 0.2. The decision of us-
ing such a low threshold is based on the known different
structure of the two ontologies. The overlap between the
contexts will be small, especially for Subjects that are also
used in IC concept describing narrative content. For exam-
ple, 94L3221 the Hydra is killed by Hercules assisted by
Iolaus, who sears the roots of the severed heads with burn-
ing brands; an enormous crab nips Hercules’ foot has 16
inherited Subjects and 5 individual ones, including crab.
Here, crab will collect a lot of context Subjects which will
most likely not help to disambiguate, such as foot, history
or twelve. Therefore, already a small amount of matching
elements in the different contexts can be seen as a strong
indicator of an actual match.

6.2. Evaluation Set
To estimate the matching quality and to get an impres-
sion of remaining problems, an evaluation set was created
and manually evaluated by two non-experts. As the focus
lays on the disambiguation capability of the matching algo-
rithm, the evaluation set consists of 100 randomly selected
English IC Subjects from those that had multiple match-
ing candidates. Candidate matches were created for these
100 Subjects, resulting in 242 total potential matches to be
evaluated.
To create the evaluation set, the annotators were asked to
first develop an understanding of the meaning of the Sub-
ject by inspecting up to 10 IC concepts which they were

Precision Recall F1

union this 0.76 0.46 0.57
all 0.57 1.00 0.73

intersection this 0.59 0.54 0.57
all 0.37 1.00 0.54

Table 1: Results of the presented algorithm (this)
compared to an all-true baseline (all). As ground
truth, union truth(union) and intersection truth (intersec-
tion) were used, respectively.

assigned to as individual tag (not by inheritance). After
disambiguating the Subject label, the annotators looked up
the matching candidates from AAT where they were told
to primarily use the altLabels and the concepts hierarchy to
disambiguate. When in doubt, they were instructed to fur-
ther use the Notes which hold an explanation and in some
cases a usage recommendation of the AAT concept. When
both a broader and a narrower concept seemed fitting, both
matches should be marked as correct.
Comparing the annotations of the two non-experts shows
only a very low inter-rater agreement of 37%, which is an
indicator of the difficulty of this task. Though the annota-
tors marked about the same amount of connections as cor-
rect (45% and 49% of the matching candidates), their an-
notations still were very different.
For evaluating the performance of the matching system,
both the intersection and the union of the connections
marked as correct by the annotators were created, result-
ing in two ground truths, union truth and intersection truth,
consisting of 90 and 138 correct links, respectively.

6.3. Results
The results of the matching evaluation can be found in Ta-
ble 1. Precision, recall and F1 measure were calculated
for both configurations, using union truth and intersec-
tion truth as ground truth. As all 1-to-0, 1-to-1 and 1-to-n
matches must be taken into account, each connection was
treated independently in the evaluation step. This means,
that a matching candidate for the subject si which was dis-
carded, though it was marked as correct in the ground truth,
will be counted as a false negative, regardless of how other
candidates for si were treated.
A baseline (all) was provided which does not consider dis-
ambiguation and marks all candidate matches as correct.

6.4. Discussion
The evaluation provided some fruitful insights on the diffi-
culties of the task introduced. First, creating the evaluation
set is a particularly challenging task, especially for non-
experts. As there is no explicit definition, the meaning of IC
Subjects has to be extracted via their assignment to differ-
ent IC concepts. AAT concepts on the other hand tend to be
very precise in meaning with only nuanced differences. In
combination with the aforementioned varying specificity of
IC Subjects, there is a lot of room for interpretation, which
leads to the little agreement of the two annotators over the
evaluation set.
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The quantitative matching metrics in Table 1 show severe
differences between the union truth setting and the inter-
section truth setting. Naturally, the precision of the base-
line is higher in the union truth setting, as more candidates
are considered as correct. This together with the recall of
100% that arises with all-true classifiers creates a very high
F1 score, which cannot be topped by the system presented
in this paper, even though, its precision is at an acceptable
level of 76%. For the intersection truth setup, the presented
algorithm can slightly beat the all baseline regarding the F1
measure, however both precision and recall are below 60%.
This shows, that the cases that were more obvious to the hu-
man annotators not necessarily were as easy to distinguish
for the system.
Taking a closer look at the produced matches on a quali-
tative level, different kinds off errors can be distinguished.
A false positive match is categorised as “hard error” when
the two entities that are aligned have completely different
meaning, e.g., when the IC Subject opening which is for
example assigned to the IC concept 31G332 opening of
the book of life is matched to the AAT 300002765 concept
openings (architectural elements) which describes “aper-
tures or breaks in the surface of a wall”. “Soft errors” on
the other side appear, when the (falsely) predicted match-
ing entity is semantically close to the true entity or where
the predicted matching entity and the true entity could be
aggregated to a concept. For example, for the IC Subject
white poplar (the tree) a proposed match to white pop-
ular (the wood) would be considered as soft error. An-
other example is the IC Subject redingote connected to the
IC concept 41D211(REDINGOTE) dress, gown: redingote,
which is both matched with the AAT concept of the dress
(300254632) and the concept of the overcoat (300209851).
The evaluation against the union truth resulted in 20 false-
positive predictions, where only 8 were “hard error” and 12
were “soft errors”.
When evaluating against the union truth, 75 false-negative
matches were produced , where over 70% (53) can be back-
traced to 36 IC Subjects for which the algorithm did not
predict any matches. For the vast majority of these IC Sub-
jects, the created contexts did not overlap at all with the
context of any of the matching candidates. This can ei-
ther be an indicator for poor choice of context, or for the
heterogeneity of the two resources resulting in completely
different viewpoints and thus unmatchable contexts of the
same concept.

7. Future Work
Many different approaches could be taken into account
when trying to improve the interlinking of Iconclass Sub-
jects and AAT concepts. First of all, the presented sys-
tem could be adapted to achieve better results. For exam-
ple, the defined context could be improved for both tax-
onomies. IC subjects’ contexts could benefit from the re-
moval of siblings and inherited siblings from Iconclass con-
cepts from the main divisions 6 to 9, as these narrative Icon-
class concepts add a lot of noise for the disambiguation al-
gorithm. For AAT contexts, also related concepts could
be added. Furthermore, the matching quality could bene-
fit from adding post matching rules based on the resource

knowledge, like Iconclass Subjects representing individuals
or gods will not have a match in AAT, or IC Subjects de-
scribing trees should not match to wood concepts in AAT.
Last but not least, a hyperparameter optimisation could be
performed to find more suitable parameters than the exper-
imental choice presented in this work. However, to find
the most suitable and impactful actions, further analysis
should be performed, starting by investigating the perfor-
mance of the presented system on those IC Subjects with
only one candidate match as well as the matching perfor-
mance for other languages. Also, the evaluation process
could be reconsidered, as false negatives could have too
much weight in the current setting due to non-matching
contexts. Another approach would be to rethink the match-
ing strategy entirely, for example by adding external knowl-
edge sources, which could potentially overcome the prob-
lem of low recall values.
Though IC Subjects exist in different languages, they are
not interlinked. These can potentially be exploited in two of
the following ways: Either, they can be taken into account
during the disambiguation process, as ambiguities often do
not persist across languages, or, the created matches can be
used to interlink the IC Subjects, by leveraging the multi-
lingual labels in AAT.
A platform and comprehensive interface for collaboratively
suggesting, evaluating and correcting potential matches be-
tween Iconclass and AAT would offer great added value
for the process of enriching Iconclass data. The availabil-
ity of information that helps understanding the meaning of
IC Subjects (e.g., IC concepts they are attached to) would
accelerate this task. To facilitate the disambiguation of IC
Subjects and to add another layer of semantic richness to
Iconclass, IC Subjects could further be connected to a gen-
eral purpose ontology, such as WordNet (Fellbaum, 1998).
Finally, the suitability for the matching algorithm proposed
in this work for interlinking other resources could be ex-
plored. Though the approach was developed with the focus
on disambiguating and interlinking tag-like objects associ-
ated with concepts in a source ontology with concepts of
a target ontology, its generalistic definition makes it easily
applicable to other data structures.

8. Conclusion
In this work, a matching and disambiguation algorithm to
interlink IC Subjects with AAT concepts to improve seman-
tic richness was introduced and its performance was inves-
tigated in a preliminary analysis. As ground truth served an
evaluation set annotated non-expert. A quantitative analy-
sis of the results shows rather moderate outcomes, though
precision is always significantly above the baseline. This
highlights the difficulty of the task (both for the algorithm
and non-experts). A qualitative analysis provided important
insights in remaining weaknesses of the system — espe-
cially in terms of recall — while showing that the system is
able to produce promising predictions, as only a very lim-
ited number of false-positives are considered as “hard er-
rors”. Finally, several potential algorithmic improvements
and research directions were suggested which are yet to be
investigated.
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Abstract
The aim of this position paper is to establish an initial approach to the automatic classification of digital images about the Outsider Art
style of painting. Specifically, we explore whether is it possible to classify non-traditional artistic styles by using the same features that
are used for classifying traditional styles? Our research question is motivated by two facts. First, art historians state that non-traditional
styles are influenced by factors “outside” of the world of art. Second, some studies have shown that several artistic styles confound
certain classification techniques. Following current approaches to style prediction, this paper utilises Deep Learning methods to encode
image features. Our preliminary experiments have provided motivation to think that, as is the case with traditional styles, Outsider Art
can be computationally modelled with objective means by using training datasets and CNN models. Nevertheless, our results are not
conclusive due to the lack of a large available dataset on Outsider Art. Therefore, at the end of the paper, we have mapped future lines
of action, which include the compilation of a large dataset of Outsider Art images and the creation of an ontology of Outsider Art. This
research forms part of a wider project called ”Semantic Analysis of Text Corpora in the Outsider Art Domain”.

Keywords: Outsider Art, visual aesthetics, artistic styles

1. Introduction

This paper is about the computational analysis of visual
aesthetics. We focus our attention on Outsider Art, which
is considered by some as the “unsightly style”.
At present, aesthetics constitutes a field of interest for sci-
entists working in Artificial Intelligence, particularly in the
context of paintings. Five of the main tasks in this field are:
the prediction of ratings, the detection of forgery in paint-
ings, artist identification, genre recognition and style pre-
diction. First, the prediction of ratings (Talebi and Milanfar,
2017) captures the technical and semantic level characteris-
tics associated with emotions and beauty in images in order
to categorize images in two classes: low and high quality.
Second, the detection of forgery in paintings (Mane, 2017)
assumes that an artist’s brushwork is characterized by sig-
nature features that can be detected automatically. Third,
“artist identification is the task of identifying the artist of a
painting given no other information about it” (Viswanathan,
2017). Fourth, genre recognition in paintings (Agarwal et
al., 2015) focuses on classifying works of art according to
the (type of) scene that is depicted by the artist. Finally,
style prediction uses both low-level and semantic features
in order to group paintings according to their shared proper-
ties. Several studies on style prediction will be commented
on this paper.
Recently, deep learning methods have been growing in pop-
ularity for style classification because they can achieve
state-of-the-art performance in this field. For example,
Deep Convolutional Neural Networks models such as
AlexNet, VGGNet and ResNet have been applied to the
classification of traditional painting styles with varying suc-
cess thanks to the existence of large scale datasets of digital
paintings. However, to the best of our knowledge, there are
no attempts to classify, retrieve and annotate the Outsider

Art style.

1.1. Traditional art styles
While the expression “artistic genre” is used to divide
artworks according to the themes depicted (e.g. land-
scape, self-portrait, marine, religious, etc.), the term “artis-
tic style” is used to refer to groups of works that have sim-
ilar but not rigorously defined properties. This set of dis-
tinctive characteristics “permits the grouping of artworks
into related art movements” (Bar et al., 2014). For exam-
ple, Impressionism is characterised by the use of flurried
brushstrokes to represent the subject with gesture and illu-
sion (e.g. the painter Pierre-Auguste Renoir), Expression-
ism uses vivid and unrealistic colors to depict the subject as
it appears to the artist (e.g. Wassily Kandinsky), in Abstrac-
tion the subject is reduced to its dominant colors, shapes or
patterns (e.g. Piet Mondrian) and Baroque emphasize ex-
aggerated motion and easily interpreted detail to produce
drama and exuberance (e.g. Peter Paul Rubens). Figure 1
shows 5 different art styles, along with a brief description.
Art style divisions are often identified by art historians
based on the experience of looking at other works of art
and the historical context. However, this is not an easy task
since the limits between art styles are vague or blurred. In-
deed, a style can span many different painters, periods and
artistic schools. For example, Goya’s technique influenced
both late Romanticism and Impressionism and Pablo Pi-
casso painted in both surrealist and cubist styles.

1.2. Outsider Art and non-traditional art styles
Previous artistic styles are part of the mainstream art world,
which means that they all have culture as “an inescapable
aspect of image production” (Chadwick, 2015, p. 17). In
practical terms, this means that a painter in the mainstream
is inspired by the work of those who had gone before
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Action Painting
paint is randomly
splashed onto the
canvas

Contemporary Re-
alism depicts the real
rather than the ideal

New Realism daily
existence of common
people

Synthetic Cubism
simple geometric
shapes, interlocking
planes and collage

Color Field Paint-
ing large areas of a
single colour

Figure 1: Some examples of traditional artistic styles.

him/her but the artist is not conscious that he/she is “imi-
tating” another work of art.
In contrast, there is the art created outside the boundaries
of official culture or “Anti-cultural art” as described by
Jean Dubuffet in 1949. The condition of “non-traditional”
or, more specifically, “outsider” artist applies to people
who have very little contact with the mainstream art world
and for this reason have developed extreme unconventional
ideas based on spontaneous inventions (see Figure 2a-b).
We are therefore talking about psychiatric hospital patients,
children, self-taught artists, people in prison or with autism,
etc. The art of these “anti-intellectual, anti-professional,
anti-academic” people (Cottom, 2003) resists analysis with
traditional art criteria, while the use of non-artistic criteria
such as personality features, prevents the consideration of
the results of the creative process (you are looking at the
person not at the work of art). This is the thinking of the
Outsider art collector John Soldano, for whom “the only
way for me to honestly define outsider art is by artists” and
the arts writer Priscilla Frank who says that “while other
genres like Abstract Expressionism or Cubism denote a
specific set of aesthetic guidelines or artistic traditions, the
label ‘outsider art’ reflects more the life story and mental or
emotional aptitude of the artist” (Frank, 2017).
From a stylistic point of view, outsider artists paint obses-
sively repetitive images or themes (see Figure 2c). This
might indicate an attempt to overcome the “horror vacui”
(fear of empty space), bring order to mental chaos and pro-
vide reassurance that they are in control. It could be said
that the outsider’s vocabulary “oscillates back and forth be-
tween the ordered and monotonous filling of the surface of
the work and the rhythmic and dynamic variation between
the void and fullness of the composition” (Raw Vision mag-
azine). Outsider Artists paint by physical impulse rather
than intellectually. For that reason, subjects such as sex-
uality and eroticism can erupt in the most raw, emphatic
and uncontrolled way (see Figure 2d). In some cases, the
artworks appear to reveal dark desires which are not often
played out in reality. These, and a number of other charac-
teristics, make Outsider Art unattractive for a large part of
the population and art historians.
In a larger sense, Outsider Art label covers an expanded
range of non-traditional art styles such as art brut, naı̈ve
art, self-taught art, art singulier, visionary art, insane art,
raw art, folk art, etc. All these form part of a continuum

(a) Untitled by
Theodore H. Gordon
(artbrut.ch)

(b) Baby Beau Vine
by Lori Field (cum-
berlandgallery.com)

(c) Untitled (2016)
by Stephanie Hill
(creativegrowth.org)

(d) Untitled by
Ramón Esteve
(marginarte.com)

Figure 2: Some examples of Outsider Art paintings.

of artistic terms with blurred lines between them that are
the tip of the iceberg of a potential task of classification of
non-traditional art styles. In this article we use the terms
non-traditional and outsider styles interchangeably.

1.3. Classifying art style automatically in
painting

Studies addressing the topic of the computational analysis
of works of art are based on extracting a set of image fea-
tures and using them to train different classifiers. Various
formal image features such as line, color, texture or brush
strokes and functional image features such as expression,
content, composition and meaning (iconography) can be
used to classify art styles automatically for paintings.

2. Related works
Classifying an artistic style automatically in painting has
been the subject of much recent work that can be loosely
divided into hand-crafted features and CNN-based features
(training from scratch and pre-trained models). The former
category (see Figure 3a) is a past tendency based in the use
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of computer vision methods to model handcrafted low-level
features (e.g., color histograms, SIFT/GIST descriptor, tex-
ture, edges, brightness and gradient) that can be used by
machine learning methods (e.g., SVM). The latter category
(see Figure 3b) is a growing tendency and uses a Convolu-
tional Neural Network (CNN) that encodes image content
(semantic features) from a very large set of data (Zhao et
al., 2017). Some examples of these two methods are briefly
described below.

(a)

(b)

Figure 3: (a) low-level features (adapted from Condorovici
et al. (2015) and (b) semantic features: object detection.

2.1. Handcrafted low-level features
Gunsel et al. (2005) trained an SVM classifier to discrim-
inate between five painting styles. Their system computes
a 6-dimensional vector of low level features. The authors
report 90% accuracy with a low number of false positives.
Jiang et al. (2006) classified traditional Chinese paintings
into one of the two styles, Gongbi (traditional Chinese real-
istic painting) or Xieyi (freehand style) by using low-level
features. They reported an accuracy rate of around 90%
when combining decision tree and SVMs classifiers. Wall-
raven et al. (2009) tested how well several low-level fea-
tures describe images from 11 different art periods. The
authors found than “computational classifiers created from
the participant data are able to categorize art periods with a
performance of around 66%”. The overall conclusion was
that images grouped by humans corresponded better with
the canonical art periods than those clustered by the com-
puter.
Siddiquie et al. (2009) obtained good results in the clas-

sification of seven different painting styles by using multi-
ple kernel learning in conjunction with low-level features
(with accuracy rates of 76% to 92%). Zujovic et al. (2009)
reported an overall accuracy rate of 69.1% when classify-
ing five different genres. They used the AdaBoost classi-
fier and, as features, steerable filters, as well as edge infor-
mation extracted by a canny edge detector. Shamir et al.
(2010) achieved an accuracy of 91.0% by using a set of low-
level features on paintings by nine artists working in three
different styles. Culjak et al. (2011) reported a 60.2%
accuracy rate in the classification of six styles (including
Naı̈ve Art). They chose texture and color as low-level fea-
tures and tested a range of classifiers, such as SVM.
Condorovici et al. (2015) achieved an overall detection
rate of 72.24% on a database containing 4119 images from
8 painting styles (SVM). The authors selected features rele-
vant for human perception and assessed the contribution of
each feature. The overall conclusion is that the Dominant
Color Volume features play a more important role for the
automatic identification of artistic style.

2.2. CNN-based features
In the task of classifying 25 different painting styles from
the Wikipainting dataset, Karayev et al. (2014) calculated
through the confusion matrix up to 0.81 accuracy at pre-
dicting the Ukiyo-e style. They also found that the DeCAF,
a deep CNN originally trained for object recognition, per-
forms best for the task of classifying novel images accord-
ing to their style. This leads them to conclude that some
styles are closely related to image content, that is, the exis-
tence of certain objects in the painting.
Bar et al. (2014) examine binarized features derived from a
Deep Neural Network in order to identify the style of paint-
ings. They apply PiCoDes (“Picture Codes”), a very com-
pact image descriptor, to learn a compact binary representa-
tion of an image. Their baseline was extracted from a CNN
trained on the ImageNet dataset and implemented in Decaf,
a deep convolutional activation feature for generic visual
recognition. Their results show an improvement in perfor-
mance with CNN-based features (0.43% accuracy) as well
as their binarized version to distinguish 27 painting styles
compared to hand-crafted low level descriptors (0.37% ac-
curacy) such as Edge texture information and color his-
togram.
Mao et al. (2017) implemented DeepArt, a unified frame-
work that can learn simultaneously both the contents and
style of visual arts from a large number of digital artworks
with multi-labels. The architecture of the framework is con-
structed by dual feature extraction paths that can extract
style features and content features, respectively. The con-
tent feature representation path is generated on the basis of
a VGG-16 network and the style feature representation path
is built by adopting a Gram matrix to the filter responses in
certain layers of the VGG-16 network. According to the
authors, embedding the two output features in a single rep-
resentation can be used to further improve two tasks: the
automatic retrieval and annotation of digital artworks.
With the goal of outperforming the state-of-the-art, Hong
and Kim (2017) trained a CNN on an art painting dataset
of 30,000 distorted (projected, rotated, scaled, etc.) images
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to simulate real-world displaying conditions. Three differ-
ent architectures of CNN were tested on this dataset: the
first architecture was derived from AlexNet (Krizhevsky et
al., 2012), the second architecture was inspired by VGGNet
(Simonyan and Zisserman, 2014) and the third architec-
ture was a smaller version of the second one which used
a smaller filter size (11 → 7) in the beginning and fewer
neurons in fully-connected layers. The latter architecture
performed best, obtaining low test error rates by optimiz-
ing its parameters with the Adam algorithm. According to
the researchers, the proposed CNN-based method outper-
formed the previous state-of-the-art with a test error rate of
15.6% to 2%.

In order to identify the best training setup for the style clas-
sification of paintings, Cetinic et al. (2018) compared dif-
ferent CNN fine-tuning strategies performed on a WikiArt
subset of 27 classes in which each class contains more than
800 paintings. They used visual features (e.g. edges or
blobs) and content features (e.g. scenes and objects in
paintings) derived from the layers of a CNN pre-trained on
the ImageNet dataset (CaffeNet). Overall results indicate
a lower accuracy for style classification due to the overlap-
ping of visual properties between classes and the great di-
versity of content depicted in each style. The most distinc-
tively categorized style was Ukiyo-e (84%) and the least
distinctive was Academism, which was misclassified. On
the basis of these results, researchers conclude that style is
not only associated with mere visual characteristics and the
content of paintings, but is often a contextually dependent
concept.

Yang et al. (2018) argue that the style classification of
painted images should consider the historical context in
conjunction with traditional visual descriptors. Based on
this observation, they built a multimodal CNN framework
that considers origin time, birthplace and art movement in
order to classify paintings into styles. Taking into account
these three factors, Yang and colleagues achieved good per-
formances on three datasets: 77.76% on Painting91 (13
style categories), 70.59% on OilPainting (17 image styles)
and 73.28% on Pandora (12 art styles). They compared
this multimodal method with single label method in the
Painting91 dataset. The comparison results show that mul-
timodal method can effectively identify painting style cate-
gories based on art history context knowledge.

Elgammal et al. (2018) adapted three main networks
(AlexNet, VGGNet and ResNet) and variations in the train-
ing strategies for classifying 20 style classes. Their results
showed that pre-training and fine-tuned networks outper-
form networks trained from scratch: with accuracy rates
of 63.7% versus 55.2%. However, researchers consider
that “the fine-tuned models could be outperformed if suffi-
cient data is available to train a style-classification network
from scratch”. Additionally, by using Principle Compo-
nent Analysis, they established that only few factors are dis-
criminant enough to characterize different styles in art his-
tory. These factors are related to Wölfflin’s five pairs modes
of visual variation (Wölfflin, 1950): linear/painterly, pla-
nar/recessional, closed form/open form, multiplicity/unity,
absolute clarity/relative clarity.

3. Preliminary experiments
Previous research has reported heterogeneous perfor-
mances for the style classification of fine art paintings, de-
pending on the type of features used and the number of cat-
egories created. Nevertheless, there is a significant degree
of agreement on the prevalence of binarized features de-
rived from a deep neural network over hand-crafted low
level descriptors. But, can these findings be considered
valid for non-traditional artistic styles? Such a question
arises due to the fact that, as described in the Introduction,
non-traditional styles are influenced by factors “outside” of
the world of art. Additionally, Florea et al. (2016) showed
that several artistic styles resist certain classification tech-
niques.
Two different experiments were conducted in order to
achieve a first approach to the classification of non-
traditional styles. These experiments perform the binary
and multiclass classification of Outsider Art and traditional
styles.

3.1. Experimental setup
To study the performance correlation between Outsider Art
and traditional styles, we trained, validated, and tested dif-
ferent networks using images from WikiArt and Outsider
Art datasets. WikiArt is the largest public available dataset
and contains 82,653 images classified in 27 artistic styles.
It is fair to note that: (i) the “Wikiart collection [...] con-
tains various paintings from different styles that are erro-
neously labeled” (Elgammal et al., 2018, p. 6) and (ii) this
is an unbalanced dataset as seen in Figure 4. For its part,
the Outsider Art dataset merges 2,405 images labeled as
Naı̈ve Art from WikiArt, which is considered very close to
the Outsider Art style (Van Heddeghem, 2016, p. 13), and
1,232 Outsider Art images collected specifically for this pa-
per (in total 3,616 images). In the experiments, the number
of images and classes was reduced in order to work with
balanced data.

Figure 4: Original distribution of 27 styles: 26 traditional
styles from WikiArt and the Outsider Art style (in the
upper-right corner).

3.2. Classification from scratch
This experiment aims at answering the following scientific
question: Does the Outsider style show a performance in
the task of classifying paintings comparable to those of the
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Figure 5: Accuracies between pairs of classes/styles.

traditional styles? To answer this question, we trained sev-
eral Convolutional Neural Networks to classify different
pairs of traditional and non-traditional artistic styles.
In this regard, WikiArt and Outsider Art datasets were used
as basis categories for mapping the problem to multiple
binary classification tasks (e.g. Cubism versus Outsider
Art). Datasets were balanced by selecting 2,561 images
per class and merging similar styles in ten basic categories:
Cubism (CUB), Baroque (BAR), Abstract (ABS), Renais-
sance (REN), Romanticism (ROM), Expressionism (EXP),
Modern Art (MOD), Realism (REA), Impressionism (IMP)
and Outsider Art (OUT). As a result, the final dataset in-
cluded 10 categories and 25,610 images that were resized
to 28 × 21 pixels.
We trained several Convolutional Neural Networks from
scratch using Keras API with Tensorflow as backend. Ac-
curacies were obtained with 100 epochs because our tests
indicate that using a number of epochs greater than 100
does not increase the performance significantly. Addition-
ally, as is usually done in the literature, 70% of data were
used for training, 20% of data for validation and 10% for
testing. During the classification, all styles were crossed
with each other in order to obtain the accuracies listed in
Figure 5. The left hand column in the same Figure contains
the average accuracy (%) obtained by each style.
In general, our results suggest that the task of classifying
the Outsider Art style does not differ from classifying tra-
ditional styles. The classification of Outsider Art achieves
a general average accuracy of 72,04%, which is below the
average for Baroque (77,69%) and above the average for
Expressionism (68,10%). This may indicate that, in con-
trast to what art historians state, this so-called anti-cultural
art can be analyzed under the same parameters and condi-
tions as mainstream art.
These preliminary results also show that Outsider Art is
closely related to Cubism, Expressionism and Modern Art,
resulting in poor accuracies (62.3%, 62.5% and 67.5%, re-
spectively). Indeed, these three styles of art present the
lowest average accuracy levels of the entire classification
(70.9%, 69.5% and 68.1%, respectively). These analyses
further show that while it is relatively easy for the classifier
to differentiate Outsider Art from Baroque (82.2% of accu-
racy), Cubism and Expressionism are the pair of traditional
styles that are more difficult to classify (58% of accuracy),

while Baroque is the easiest style to classify.
However, although this seems obvious, it is important to
emphasise that while style classification accuracies be-
tween pairs of styles are high (the estimated average effi-
ciency levels are about 72,49%, see Figure 5), test accu-
racies drop dramatically when we classify three or more
categories under a basic configuration: 3 styles/categories
(62,4%), 4 styles/categories (52,2%), and so on, until the
10 styles (23,6%). In other words, it is essential to find fea-
tures which can discriminate among multiple artistic styles.
The second part of the following experiment tackles this
issue.

3.3. Classification using a pre-trained model
This second experiment aims at answering the following
scientific question: Is it possible to improve accuracy for
Outsider Art style classification by using pre-trained mod-
els? Pre-trained models, such as ImageNet, VGGNet and
ResNet use fine-tuned features that were originally trained
on a different but correlated problem, to match the cur-
rent problem. We trained a ResNet-18 model1 to perform
a binary classification problem: traditional versus Out-
sider Art styles. The dataset used is balanced, containing
2,028 images, 1,014 for Outsider Art and 1,014 for tradi-
tional art (homogeneously sampling 39 images for each of
the 26 styles of traditional art from WikiArt). The test set
is also balanced and has 416 images (208 for each cate-
gory with the same sampling of 8 images for each of the
26 styles). The training is done for 40 epochs using pre-
trained weights from ImageNet2. The batch size used is
128, weight decay 5e-4, momentum 0.9. Learning rate for
blocks 1, 2 and 3 of ResNet-18 is set to 0.001 and the block
4 and the classifiers have a learning rate of 0.01. All learn-
ing rates are multiplied by 0.1 at epochs 20, 30 and 35.
The model selected for classification is the one in the last
epoch as no validation set was built due to the lack of data.
The loss used is binary cross-entropy. Under this fine-tuned
configuration, an accuracy of 84.3% was achieved. This ac-
curacy outperforms all previous accuracies based on CNN
trained from scratch, which means that repurposing and
fine-tuning features can be used to obtain better feature rep-

1https://arxiv.org/abs/1512.03385
2https://ieeexplore.ieee.org/document/5206848
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resentations of the Outsider Art style.
We have also trained a ResNet-18 model to perform a mul-
ticlass classification problem. The loss used is cross-
entropy. The dataset is the same as that used in the ex-
periment described in Section 3.2. with 224x224 crops
extracted from the images resized to 256 in the smallest
side (preserving the aspect ratio). The training was done
for 120 epochs using pre-trained weights from ImageNet.
Batch size used is 256, weight decay 5e-4, momentum 0.9.
Initial learning rates are: for classifier 0.01, for blocks 3
and 4 0.001 and the rest of the parameters 0.0001. All
learning rates are multiplied by 0.1 at epochs 70 and 100.
The model selected for classification is the one in the best
epoch of validation, whose accuracy is 61.17188 (see Fig-
ure 6). The test accuracy is 61.9141 (per class, Abstract:
0.9414, Baroque: 0.7891, Cubism: 0.8672, Expressionism:
0.5508, Impressionism: 0.5938, Modern: 0.5938, Outsider:
0.7695, Realism: 0.5273, Renaissance: 0.7695, Roman-
ticism: 0.8047). This result agrees with the results from
researchers in section 2.2., showing once again that there
are no significant differences in classifying traditional and
non-traditional art styles.

Figure 6: Validation and training accuracies with respect to
the Epochs.

4. Conclusion and future work
This position paper has analysed the possibility of classi-
fying non-traditional artistic styles by using the same bina-
rized features that are used for classifying traditional styles.
The first part of the paper introduces the theoretical ele-
ments that constitute a framework for understanding the
problem. The second part describes the state-of-the-art on
classifying art styles automatically in paintings. Due to the
good accuracy performance of Deep Learning-based meth-
ods for classifying traditional art styles, it was suggested to
apply them to classify non-traditional art styles (i.e. Out-
sider Art). Our preliminary experiments have provided
good reasons to think that, as is the case with traditional
styles, the Outsider Art can be computationally modelled
by objective means.
Additionally, in accordance with theoretical (Frank, 2017)
and applied (Yang et al., 2018) studies, we assume that

the automatic classification of the Outsider Art style should
consider a multimodal approach based on an analysis of
images, as well as text. From our point of view, this two-
fold strategy will involve (i) the compilation of a big dataset
of Outsider Art images and (ii) the creation of an ontology
of Outsider Art.
On the one hand, the image dataset will contain thousands
of digital paintings in the Outsider Art style that can be used
by machine learning algorithm. This resource can be inte-
grated with the Outsider Art ontology to obtain a multi-
modal dataset for understanding Outsider Art, similar to
that suggested by (Garcia and Vogiatzis, 2019).
On the other hand, the Outsider Art ontology will focus on
representing part of our existing knowledge of this artis-
tic style in a machine-readable language. A particular fea-
ture of the Outsider Art knowledge is that it includes both
aesthetic entities and social/medical issues, for example:
”(Gaston Chaissac) suffered from tuberculosis, and for a
time, produced art while convalescing in a sanitorium”
(Wikipedia). Therefore, the source text that we will use for
ontology learning is a representative set of scientific books,
papers, magazines and web pages. Additionally, we will
integrate in our model some existing ontologies and termi-
nologies such as the Conceptual Reference Model (CIDOC
CRM) (Le Boeuf et al., 2019), the Europeana Data Model
(EDM) (Europeana, 2017), the Art & Architecture The-
saurus (Alexiev et al., 2017)), the Cultural Objects Name
Authority (CONA) (Harpring, 2019a), the Getty Iconogra-
phy Authority (AI) (Harpring, 2019b) and the Getty Union
List of Artist Names (ULAN) (Harpring, 2019c).
Currently, we are in the first phase of the project and aim
to semi-automatically construct an exhaustive corpus that
consists of semantically tagged texts. Our purpose is to
apply this corpus to the construction of a large-scale cor-
pus through the automatic retrieval and annotation of new
texts. In the second phase of the project, we will extract the
ontology from the corpus and we will use the ontology for
automatic image annotation and retrieval.
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Abstract
Cultural heritage data plays a pivotal role in the understanding of human history and culture. A wealth of information is buried in
art-historic archives which can be extracted via digitization and analysis. This information can facilitate search and browsing, help art
historians to track the provenance of artworks and enable wider semantic text exploration for digital cultural resources. However, this
information is contained in images of artworks, as well as textual descriptions or annotations accompanied with the images. During the
digitization of such resources, the valuable associations between the images and texts are frequently lost. In this project description, we
propose an approach to retrieve the associations between images and texts for artworks from art-historic archives. To this end, we use
machine learning to generate text descriptions for the extracted images on the one hand, and to detect descriptive phrases and titles of
images from the text on the other hand. Finally, we use embeddings to align both, the descriptions and the images.
Keywords: cultural heritage, keyphrase identification, machine learning, natural language processing, computer vision

1. Introduction
In the age of big data, there is increasing attention on the
digitization of cultural heritage collections and their avail-
ability as digital libraries to aid wider access and explo-
ration of this previously opaque data. A number of mu-
seums, libraries, and other cultural institutions (e.g. Euro-
peana, Getty Research Institute, Wildenstein Plattner Insti-
tute, and the Rijks Museum1) have invested significant ef-
forts to digitize their collections consisting of old art books,
catalogues for art exhibitions and auctions, etc. Initiatives,
such as OpenGLAM2, promote collaboration among these
cultural institutions for research on shared resources.
The volume and heterogeneity of these digitized collections
necessitates automated analysis of this data. Modern data
science tools can assist in deriving insights from the im-
ages, as well as from the textual content of these collec-
tions. In addition to the actual content, cultural heritage
datasets, such as art-historic corpora, are often enriched
with meta-data that can provide useful information and con-
text for automatic tools. One example of meta-data is the
associations between the artwork images and the texts con-
tained in catalogues and books. Art-historic corpora con-
tain textual information in the form of captions of images
(often depicting the titles of artworks), as well as the de-
scription of artworks including their creator, year, and, in
case of auction catalogues, price information. During the
digitization step, images from physical pages are typically
scanned and the text is retrieved by means of Optical Char-
acter Recognition (OCR) technology. Although these tech-
niques have been fairly improved to minimize the error rate,
the information about the association between the images
of artworks and their corresponding text excerpts is not re-
tained. This is especially true when multiple images and
text excerpts are present on a single page. The availabil-

*both authors contributed equally
1www.europeana.eu, www.getty.edu/research,

wpi.art, www.rijksmuseum.nl
2openglam.org

ity of such associations between images and texts can help
with multimodal semantic analysis of artworks, wherein
important descriptive features can be identified from the
images, while the corresponding text might provide addi-
tional background information about the style and context
of the artwork and the artist. In some cases, the text can
also provide further evidence and confirmation for the fea-
tures inferred from the images, and vice versa. For exam-
ple, consider a case where image analysis correctly ascer-
tains that a particular painting depicts a house with moun-
tains in the background, and the associated text description
not only contains terms such as mountains and house but
also mentions that this painting is in landscape orientation,
then the painting can be categorized and tagged as such.
This meta-data derived from the associations between im-
ages and texts could be particularly useful in search and
exploration of lost artworks, where only a few indicators
about the sought-out artworks are known beforehand. An
art historian would greatly benefit from image-text associ-
ations while retrieving images of artworks from a database
by searching on the basis of a few keywords (style, motif,
orientation and other features) that can be found in the cor-
responding description texts.

The matching of images with texts can be done at various
levels of granularity based on the size of the data under
consideration. Each level poses different challenges and
demands unique techniques to achieve desired results. For
instance, multiple images on a single catalogue page have
a higher likelihood to belong to a common theme or topic.
Matching at this level requires techniques to differentiate
between similar images, as well as to extract the most dis-
tinctive keyphrases from the text descriptions. When the
task is scaled to a large corpus of multiple types of cata-
logue pages, the matching will need to be performed be-
tween a large number of possible pairs. To narrow down
the search space, the images could be classified on the ba-
sis of their art styles by identifying and leveraging common
themes in the corpus. This would be followed by matching
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on basis of differentiating characteristics as before.
In this work, we propose a generic framework to retrieve the
associations between images of artworks and texts from art-
historic archives by means of automated approaches. Due
to the multimodal nature of this task, our solution is com-
prised of a combination of techniques from computer vi-
sion, as well as natural language processing. While image
captioning techniques are employed to identify and tag the
images of artworks, Named Entity Recognition (NER) and
keyphrase identification techniques are used for the extrac-
tion of descriptive terms from the text excerpts. Lastly, to
establish the associations between the images and texts, we
perform the representation and alignment of the description
texts obtained from above techniques via embeddings.
This paper describes an ongoing project on multimodal
analysis of cultural heritage datasets. The project is a part
of a larger collaboration3 with the Wildenstein Plattner In-
stitute4 that was founded to promote scholarly research on
cultural heritage collections. The contributions of this pa-
per are : (1) Introduce the novel task of matching art-
work images to their text descriptions in art-historic cor-
pora. (2) Propose a framework to extract descriptive fea-
tures from images and texts of artworks and perform their
semantic alignment. (3) Identify evaluation methods for
measuring the performance of the framework.

2. Related Work
The multimodal nature of our proposed framework is
rooted in two different fields. The first field is text analytics
for automatic understanding of the semantics of extracted
texts. The second field is image analysis for the extraction
of the semantics of images. In this section, we present and
outline the relation of previous work that is related to the
analysis of cultural heritage data for each of the two fields.

2.1. Text Analytics
Analysis of cultural heritage data has been of active re-
search interest for the digital humanities where various
works have performed use case driven text analysis of dig-
itized art corpora. For example, there is existing work on
performing event extraction for historical events (Segers et
al., 2011) and finding parallel passages from cultural her-
itage archives (Harris et al., 2018). There have been several
attempts to create knowledge repositories in the form of
knowledge graphs and linked open data collections from art
data (Hyvönen and Rantala, 2019; Van Hooland and Ver-
borgh, 2014; Dijkshoorn et al., 2018; De Boer et al., 2012).
While these works lay emphasis on extracting facts and use-
ful information from the text, they do not necessarily iden-
tify the most representative terms and keyphrases from the
text. NER is a related task which has been performed for
the cultural heritage domain in several papers (Van Hooland
et al., 2013; Ehrmann et al., 2016; Jain and Krestel, 2019).
The challenges of this task in the context of noisy OCRed
datasets have been discussed previously (Rodriquez et al.,
2012) and (Kettunen and Ruokolainen, 2017). While we

3https://hpi.de/naumann/projects/
web-science/caart.html

4https://wpi.art/

also require techniques to handle noise in datasets as pro-
posed by these papers, this is not the primary focus of
our work. For our text analytics approach, we need to
broaden the scope beyond NER to identify the most impor-
tant phrases from the digitized texts that contain descrip-
tions of the artworks, which has not been addressed by any
previous work.

2.2. Image Analysis
Automatic image analysis in the domain of art-historical
research has been studied in several earlier research
works (Huang et al., 2018; Elgammal et al., 2018; Yang
et al., 2018; Thomas and Kovashka, 2019). One of the
greatest problems of automatic image analysis in the art do-
main is the availability of suitable training data (Huang et
al., 2018; Elgammal et al., 2018; Thomas and Kovashka,
2019). Methods in related work rely on fine-tuning image
classification models, pre-trained on photographs, to over-
come the problem of the non-availability of training data.
Using such pre-trained models often leads to the problem
of domain-adaptation, which arises because available mod-
els are pre-trained on photos and not on images of artworks.
Thomas and Kovashka (Thomas and Kovashka, 2019) pro-
pose to use methods of neural style transfer (Gatys et al.,
2015) to generate a sufficient amount of training data, based
on photographs and a set of artworks that are used as base-
line style images. All in all, related methods mainly con-
centrate on the problem of image classification (Thomas
and Kovashka, 2019), style, genre, and artist classifica-
tion (Huang et al., 2018; Elgammal et al., 2018; Lecoutre
et al., 2017), or time period and type classification (Yang et
al., 2018). So far, there has been no work on performing
automatic image captioning for artworks, which is one of
the focus points of our work.

2.3. Combination of Text Analysis and Image
Analysis

A natural idea is to embed the features extracted from both
modalities into a common semantic subspace (Kiros et al.,
2014; Liu et al., 2019), where a model is learned, that em-
beds text and image features in a shared high dimensional
embedding space. The goal of the embedding is to bring the
concepts, obtained from text and image analysis that have
the same meaning, as close to each other as possible. In our
work, we want to follow this basic embedding approach
and use the combined information from text analysis mod-
els and image analysis models for the matching of an image
to its corresponding text in art-historic corpora.

3. Matching Paintings and Descriptions
In this section, we discuss our proposed framework for per-
forming the matching of artwork images to associated texts
and describe the different components in detail. We envi-
sion to create an automated pipeline that takes the raw scan
of a page of any catalogue or book as input and performs
several operations on it: (1) Text is localized and recog-
nized using off-the-shelf OCR software. (2) The text anal-
ysis component extracts the most representative terms with
help of NER and keyphrase identification. (3) In parallel,
images on each page are localized and the image analysis
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Figure 1: Overview of proposed framework

component extracts semantic meta-data from each image.
(4) In the semantic alignment component, the results of step
(1) and step (2) are embedded into a shared space and are
used for matching and linking of the images to texts. Fig-
ure 1 provides a structural overview of the proposed frame-
work. In the remainder of this section, we will explain the
challenges and possible approaches towards a solution for
each of the sub-tasks, namely text analysis, image analysis
and semantic alignment of text and images.

3.1. Text Analysis
An intuitive way to match an image in an art catalogue with
its description is via the title of the artwork. Assuming
that the description of any given artwork will include the
title, a human would be able to identify the relevant im-
age on the page by matching the title with the caption of
the image. Since any caption text associated with the im-
ages (including their titles) is usually not available after the
digitization process, the matching for digitized datasets has
to be performed solely on the basis of the features or tags
that are extracted from the images. However, matching on
the basis of titles alone is still not a viable approach due to
several reasons. Firstly, as discussed in (Jain and Krestel,
2019), the identification of titles of artworks in textual de-
scriptions is itself a non-trivial task and shows sub-optimal
performance with existing NER tools. Secondly, even for
a scenario where the titles are correctly identified from the
text descriptions, they are not always sufficiently represen-
tative of the artworks. An example would be modern art
paintings where the titles may not be descriptive of the mo-
tif in the painting and thus not helpful for matching. Titles
are also not useful in the case of old portrait paintings where
it is difficult to uniquely identify an image from the name of
the depicted person (which is also the title in most cases).
This illustrates that titles of artworks might not necessarily
contain the required semantic information for the matching
of texts with artwork images. As our approach relies on se-
mantic alignment for the matching, it is important to focus
on identifying the most salient parts of the description of
paintings in the text.
To this end, there are two methods we would like to inves-
tigate. The first is to look at keyphrase extraction, which
identifies and extracts the most representative phrases from
a document. Supervised approaches for keyphrase identifi-
cation are popular (Jiang et al., 2009), however they need

annotated training data which is tricky to generate for art
datasets. Owing to the subjective nature of the domain, a
gold standard training dataset is difficult to obtain due to
lack of agreement by non-expert annotators. Therefore, in
this work, we would like to turn to unsupervised keyphrase
extraction techniques (Hasan and Ng, 2010; Mihalcea and
Tarau, 2004) where the task is performed with help of se-
mantic relatedness. Further, to fine-tune this task for the
art domain, we want to pursue domain-specific keyphrase
extraction techniques (Wu et al., 2005; Hulth et al., 2001).
The second method is to directly embed the text in the se-
mantic space. For this approach, we would need to perform
the segmentation of the text excerpts, followed by identifi-
cation of the relevant segments that contain descriptions of
the artwork images. This is important particularly for art
books where the texts include discussions not only about
artworks, but also about the artists, art styles, etc.

3.2. Image Analysis
In order to analyze the semantic content of digitized im-
ages, we plan to use modern computer vision methods
based on deep learning. Computer vision tasks which are
very close to the tasks that we want to perform, are auto-
matic image classification (Krizhevsky et al., 2012), image
captioning (Xu et al., 2015), i.e. the generation of textual
desciptions of depicted content, and object detection (Ren
et al., 2015). All of these methods extract semantic infor-
mation from images and have been shown to work very well
on photographs. The most challenging problem in working
with images of artworks is that photographs have a very
different underlying data distribution than images of art-
works, especially paintings. This makes it necessary to
train machine learning models directly on images of art-
works. However, large-scale annotated training data sets
with artworks are not available.
There exist some datasets that contain artworks and annota-
tions (e.g. art style), such as the WiKiArt database5, or the
OmniArt dataset (Strezoski and Worring, 2018). However,
none of these datasets can be used for image classification
or automatic image captioning, since they lack the annota-
tions required for these tasks. We can, however, make use
of photographies and their annotations, which are available
in large-scale datasets.

5https://www.wikiart.org
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To this end, we want to follow (Thomas and Kovashka,
2019) and use methods of neural style transfer (Gatys et
al., 2015; Yao et al., 2019) to create new large-scale art
centered datasets for image classification, image caption-
ing, and object recognition on artworks. For image classi-
fication, we want to use the ImageNet dataset (Deng et al.,
2009) and create a new ArtImageNet dataset that we will
use as a base model in a subsequent step to train an image
classification model. For image captioning and object de-
tection, we want to use the COCO dataset (Lin et al., 2014)
and fine-tune the image classification model that we created
earlier for each of these tasks. For creating the artistic ver-
sions of the photographs from each dataset, we want use the
WikiArt or the OmniArt dataset, as artistic style images.

3.3. Semantic Alignment
After performing the extraction of meaningful features
from textual data and image data in parallel, the next step
is to find ways of aligning the extracted information and
match an image to its accompanying text. For this, we
want to embed the output from the text analysis and image
analysis component in a common semantic space (i.e via
word embeddings), where we can represent similar con-
cepts close to each other and thereby find text and image
pairs that might be a good match. Another idea, is to use
the feature vectors created by the image analysis methods
and train a further model to embed them into the same se-
mantic space as the word embeddings of the relevant texts
and phrases. Such an alignment in a common semantic sub-
space will allow us to perform image retrieval for a given
text query and also text retrieval for a given query image.

4. Evaluation Methods
In this section, we address the question of the evaluation
of the proposed framework. This question can be divided
into three parts: 1) How to evaluate the proposed text anal-
ysis methods regarding their adjustments to fit the chal-
lenges of extracting relevant information from art-historic
archives. 2) How to evaluate the proposed image analysis
methods in the context of art analysis, since state-of-the-art
image analysis methods are mainly trained on photographs,
which are quite different from artworks. 3) How to evaluate
the framework that performs the alignment of the informa-
tion from the text and image analysis components to enable
matching of images with their textual descriptions.

Evaluation of Text Analysis. As discussed in Sec-
tion 3.1., the availability of annotated datasets for training
and evaluation is a major bottleneck for evaluating semantic
representations, especially in the art domain. For this, we
plan to enlist the help of domain experts for the creation of
a smaller gold standard test dataset that will include annota-
tions for the most important textual segments or keyphrases
for identifying the corresponding images. The performance
of our text analytics approaches can then be measured by
comparing the results with the gold standard annotations in
terms of precision and recall.

Evaluation of Image Analysis. The most important as-
pect in evaluating the image analysis methods is how well
they can be adapted to work on images of art, despite hav-
ing only a very small amount of annotated real training

data available. Though there are datasets available, e.g.
provided by Europeana6, their annotations do not follow a
common scheme which limits their utility for our purpose.
As we propose in Section 3.2., we want to use methods of
neural style transfer to create a sufficient amount of training
data. On the one hand, we want to focus on the plain nu-
merical evaluation of these models, using well known eval-
uation metrics, like classification accuracy for image classi-
fication, precision, recall and f-measure, as well as average
precision for object detection, and metrics for image cap-
tioning evaluation, e.g. BLEU-score (Papineni et al., 2002),
METEOR (Banerjee and Lavie, 2005), CIDEr (Vedantam
et al., 2015), ROUGE (Lin, 2004), SPICE (Anderson et
al., 2016), BERTScore (Zhang et al., 2019), or Mover-
Score (Zhao et al., 2019). On the other hand, we are in-
terested in evaluating the influence of different base models
that are used to create our image captioning for art, or object
detection models. Here, we want to compare a standard Im-
ageNet model with a model created with our ArtImageNet
dataset. We want to use this to examine whether automatic
methods can successfully be used to generate novel anno-
tated data, based on already available data.

Evaluation of Text and Image Alignment. The task of
matching a given text to an image in an art catalogue can be
cast as a retrieval task. This retrieval task consists of two as-
pects. The first aspect is to retrieve an image, given a textual
description and the second is to retrieve a textual descrip-
tion, given an input image. We can use standard image re-
trieval evaluation methods, also used in related work (Kiros
et al., 2014; Liu et al., 2019), such as recall at k (R@K), for
the evaluation. Here, we are interested in different values of
K based on the granularity of the current search. If we only
consider a single page with text and several images, we are
interested in the recall at K = 1, whereas if we want to
retrieve an image to a given text over an entire catalogue,
we are interested in the performance at higher values of K.
Since the problem of extracting images and their textual
descriptions from art-historic archives has not been stud-
ied before, there are no evaluation datasets available. For
the evaluation of our method, it will be important to create
an evaluation dataset with help from domain experts that
includes different levels of granularity, for measuring the
performance of this kind of retrieval task.

5. Conclusion
In this paper, we present the description of a project that
deals with the novel task of matching artwork images
to their corresponding text descriptions in digitized art-
historic corpora. We provide an overview of the related
work and challenges in this domain and describe a possible
framework to tackle the problem of image and text align-
ment. Furthermore, we give an overview of the possible
evaluation methods that we want to use for evaluating each
component as well as the overall performance of our pro-
posed framework.
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Abstract
Semantic enrichment of historical images to build interactive AI systems for the Digital Humanities domain has recently gained
significant attention. However, before implementing any semantic enrichment tool for building AI systems, it is also crucial to analyse
the quality and richness of the existing datasets and understand the areas where semantic enrichment is most required. Here, we
propose an approach to conducting a preliminary analysis of selected historical images from the Europeana platform using existing
linked data quality assessment tools. The analysis targets food images by collecting metadata provided from curators such as Galleries,
Libraries, Archives and Museums (GLAMs) and cultural aggregators such as Europeana. We identified metrics to evaluate the quality
of the metadata associated with food-related images which are harvested from the Europeana platform. In this paper, we present the
food-image dataset, the associated metadata and our proposed method for the assessment. The results of our assessment will be used to
guide the current effort to semantically enrich the images and build high-quality metadata using Computer Vision.

Cultural image analysis, Semantic enrichment, Computer Vision, Ontology, Knowledge design

1. Introduction
As a result of open access policy (European Commission,
2011) adopted by Galleries, Libraries, Archives and Muse-
ums (GLAMs), a huge collection of cultural and historical
resources is now available on the internet to promote ac-
cess. Many GLAMs started to publish digital resources and
the associated metadata to support ease of search and re-
trieval by both humans and computer agents (Abgaz et al.,
2018; Stork et al., 2019). However, a significant portion of
the resources still lacks quality and rich metadata. In some
cases, the available metadata only describes basic biblio-
graphic information such as title and the publication year of
the resource. Often, the interpretation and utilisation of the
data by users other than subject experts are hampered by
the lack of domain knowledge and machine-readable rich
semantics to understand the dataset.
By rich semantics, we mean that the availability of multiple
descriptors of a resource including bibliographic informa-
tion, domain-specific annotation, links to interconnected re-
sources, etc. By quality, we refer to a multitude of metrics
including the correctness, reuse of existing terms, use of
multiple languages, etc. defined in (Zaveri et al., 2015; De-
battista et al., 2016; Debattista et al., 2018). The availabil-
ity of rich semantics enables the exploitation of the meta-
data in several creative ways by both humans and machines,
whereas ensuring the quality enables to build dependable
systems which produce high-quality results.
There have been efforts made to provide joint platforms and
standard tools to aggregate and publish data from GLAMs.
Europeana.eu 1 is one of such platforms established by the
European Union as a virtual aggregator of digitised col-
lections from more than 3,500 institutions across Europe.
This platform brings together contributing institutions and
Europeana local platforms to aggregate content, facilitate
knowledge transfer and innovation, distribute cultural her-

1https://www.europeana.eu/portal/en

itage content and engage users to participate in the use and
contribution of the resources via a centralised platform sup-
porting multilingual and multi-faceted search and retrieval
of the available resources (Haslhofer and Isaac, 2011; Isaac
and Haslhofer, 2013). Cultural and historical collections
including images, pictures, paintings, photographs, speci-
men, etc. are at the primary focus of Europeana. The Euro-
peana effort started in 2008 and the current collection still
suffers from a lack of rich metadata for many of its objects.
As these metadata emerge from many different contribu-
tors, there are still many discrepancies (both in coverage
and semantics) in the richness and quality of the metadata
despite the effort made to standardise using the European
Data Model (EDM) 2 (Haslhofer and Isaac, 2011).
In this position paper, we present our proposed approach for
analysing the quality and semantic richness of selected im-
ages related to food by taking the Europeana collection as a
cases study. Even if there is a consensus on the importance
of analysing the quality and richness of the whole Euro-
peana collection, in this paper, we will focus on analysing
the coverage and the quality of the semantic annotation
of food-related images using food-related domain-specific
ontologies and thesauri. By historical images, we refer
to the collection of images, pictures, paintings and pho-
tographs that represent some historical or cultural impor-
tance. It is observed that even if the collection is enriched
with metadata of some kind, the historical, cultural and
domain-specific aspects of the data are underrepresented
by the available metadata. The metadata is not semanti-
cally enriched to reflect the detailed content of the images.
This problem is partially demonstrated during the evalua-
tion of the quality of search results obtained from the plat-
form when users search the collection using historical and
cultural aspects. It further requires a meticulous investiga-

2https://pro.europeana.eu/resources/standardization-
tools/edm-documentation
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tion to identify the strength and weaknesses of the metadata
in representing the detailed aspects of the cultural images.
In this research paper, we present our research questions
followed by our proposed approach. The questions are:

• How much semantic annotation is available for food-
related images and what is the quality of the available
metadata?

• How rich is the domain-specific annotation in using
multiple vocabularies?

• What aspects (technical, social, cultural, political,
etc.) of the images are semantically well annotated?

• What are the gaps that are observed in the metadata
and how can we address it using semantic enrichment?

Our focus is on historical images related to food. So far we
collected 65 buckets of food images representing particu-
lar food topics. These images are used to analyse the se-
mantic richness and quality of the metadata in depth. The
Europeana images contain associated metadata which can
be downloaded through a special functionality provided to
us by the Europeana Local-Austria. We have collected all
the metadata (semantic annotations) of the images in JSON
and RDF formats. We will use this metadata throughout to
evaluate the quality and richness of the metadata.
This paper is organised in five sections. Section 2. intro-
duces Europeana and the coverage of the collection fol-
lowed by some discussion of relevant research in Section
3. Section 4. presents the data collection process, the target
food image collection and the metadata. Section 5. presents
the proposed approach and metrics to be used and, finally,
we present the conclusion and future work in Section 6.

2. Background
Europeana is an aggregator platform which provides cen-
tral access to resources from GLAMS. The platform allows
users to search all the collections that are distributed across
several institutions in Europe from a single search inter-
face. However, Europeana does not host the original dig-
ital objects on its servers but provides metadata about the
items and dereferenceable links to the institutions that hold
the collections. This approach allows Europeana to main-
tain the level of aggregation required to support search and
retrieval of information, and it enables the institution to
keep and continuously improve the collection and the as-
sociated metadata while the original data stays in the con-
tent providers’ websites. Europeana uses metadata from the
providers and maps this metadata using EDM (Isaac, 2013;
Innocenti, 2014) to provide a single common interface for
efficient and searchable information.
Currently, Europeana offers access to about 60 million
items including books, music, artworks and more3. But
Europeana’s aim is not only to aggregate the metadata but
also to involve content providers in the very challenging
task of improving the quality of the metadata by achieving
good quality metadata for 70% of their collections. This
is achieved through the use of enrichment tools to improve

3https://www.europeana.eu/portal/en/about.html

the existing metadata and by assisting content providers to
follow new quality frameworks.

3. Related Research
Previous research has been conducted to determine the
quality of the Europeana metadata. Peter et al. Király et
al. (2019; Kirly and Bchler (2018) evaluated the data qual-
ity in Europeana focusing on its multilinguality. The au-
thors defined metrics for evaluating the multilinguality us-
ing metrics such as completeness, consistency, conformity
and accessibility. Even if this paper provides good cover-
age of the metrics used in determining multilinguality, its
focus is only on a language-related quality measure. In our
proposed method, we would like to widen the scope and
include other quality metrics available elsewhere and also
measure the diversity of the metadata concerning the cover-
age of the subject matter presented in the image collection.
Other metrics proposed in (Gavrilis et al., 2015) present a
quality measure in metadata repositories. The authors pro-
posed five metrics together with some contextual parame-
ters concerning metadata generation and use. The quality
measures the authors use include completeness, accuracy,
appropriateness, consistency and auditability. These met-
rics also overlap with the metrics used to evaluate the multi-
linguality of the metadata. However, they incorporate con-
textual parameters such as a requirement for higher accu-
racy using weightings of the metrics. They evaluated their
metrics using Europeana data of the archaeology aggrega-
tor CARARE (Connecting ARchaeology and ARchitecture
for Europeana).
Generic and comprehensive data quality measures are also
proposed by (Debattista et al., 2016) incorporating 24 met-
rics distributed across four major categories. These met-
rics also measure the quality of metadata and present the
results using percentages. The approach also provides a
customisable implementation of the metrics which can be
used based on the specific requirements of the evaluation.
We will initially consider all the metrics that are covered
in the paper and later filter those that are not applicable. A
followup paper (Debattista et al., 2018) has also used a Eu-
ropeana dataset to demonstrate the applicability of the pro-
posed metrics, however, the detail of the analysis reported
in the paper is not sufficient to make any concrete decision
regarding the quality of the metadata. Thus, it is important
to use the proposed metrics to drill down and investigate the
selected quality issues.

4. Data Collection
For this study, we use digital images and their associated
metadata collected from the Europeana online image col-
lection. In the whole repository, there are more than 58
million digital objects (images, texts, audios, videos and
3D objects) available with the associated metadata describ-
ing mainly the bibliographic information of the objects.

4.1. Food Images
For this study, we restrict our focus on digital images in-
cluding paintings, photos, drawings and sketches. Since
conducting a deep analysis on the full collection is beyond
the scope of our project, we narrow down the focus only
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Search Topic Items Topic Items Search Topic Items

Alimentation sistemas culinarios 838 Food and Nederland s 122 Lebensmittel+ 1773
Breakfast 100 Food and Norway 280 Lunch 363
Cafe 123 Food and party 29 Painting and Food 182
Comedor 36 Food and people 465 Painting and Fruit 484
Dessert 532 Food and Portugal 60 Panaderia 307
Drawings and Illustrations 98 Food and shop 1968 Photograph and Breakfast 45
Eating 880 Food and shopping 152 Photograph and Dinner 28
Food and autumn 11 Food and society 366 Photograph and Eating 20
Food and Belgium 127 Food and Spain 48 Photograph and Food 63
Food and celebration 64 Food and sports 12 Photograph and Fruit 207
Food and cuisine 27 Food and spring 55 Photograph and Lunch 41
Food and culture 9445 Food and summer 25 Print and Food 5
Food and customs 16 Food and Sweden 758 Produccion y alimentos 4060
Food and dancing 27 Food and Switzerland 52 Reposteria 394
Food and Denmark 32 Food and traditions 47 Soup 300
Food and family 216 Food and winter 37 Speisesaal 244
Food and Finland 100 Food and woman 64 Still life 354
Food and France 227 Food and work 130 Still life and Food 8765
Food and Germany 180 Food+Austria 4986 Lebensmittel 627
Food and Luxembourg 33 Food+machine 396 Godigital 6
Food and man 280 Frhstck 38 Gastronomy 1100
Food and market 119
Total 42969

Table 1: The distribution of the images across different buckets

to food-related images. This is due to the following rea-
sons. First, food is associated with our daily life and it is
one of the most familiar topics for humans to deal with.
Second, food represents the culture and the history of both
traditional and modern society. We also have food-related
images that cover a long period from the early centuries
to the modern-day. Third, food is highly interconnected to
several other disciplines including health, fitness, nutrition,
economics, business, culture, society, agriculture, technol-
ogy, politics, etc. This allows us to analyse the richness
of the metadata associated with food and to evaluate the
coverage of these aspects of food in the available metadata.
Finally, since this analysis is being conducted in the con-
text of the ChIA4 project (accessing and analysing cultural
images with new technologies), the focus is on testing the
quality of the existing semantic enrichment of cultural food
images to improve access and enhance analysis using arti-
ficial intelligence applications such as chatbots to support
interactive search. Results from this project will not only
enable wider access possibilities for Europeana images but
also provide increased semantic capabilities for Digital Hu-
manity researchers to work with image-related data.
So far we have collected images from the Europeana plat-
form including photos, paintings, drawings using 64 non-
exclusive buckets. These images are collected by using sev-
eral food-related keywords prepared by experts from socio-
linguistic, computer science, and digital humanity domains.
A total of 42,969 images are collected and included in the
analysis. Table 1 summarises the distribution of food im-
ages across the search topics.

4.2. Metadata
We use a platform provided by the Europeana Local-
Austria team to download both the images and the meta-
data. For all the selected images, the metadata is available
in a JSON and RDF format which is provided in the EDM
standard. Depending on the provider, additional metadata
is also available for most of the images. This indicates that

4https://chia.acdh.oeaw.ac.at/

Figure 1: Sample image with its metadata.

there is some uniformity in the usage of bibliographic data
across all the images, however, the use of additional meta-
data fields and ontologies largely depends on the provider
of the image. A sample image is shown in Figure 1 and a
snippet of the associated metadata is given the text below.

{
"object": {
"about": "/2059513/data_foodanddrink_efd_LGMA_0933",
"aggregations": [
{
"about": "/aggregation/provider/2059513/

data_foodanddrink_efd_LGMA_0933",
"edmDataProvider": {
"def": [

"Local Government Management Agency"]},
"edmIsShownBy": "http://griffiths.askaboutireland.ie/gv4/dev/

fandd_images/selection_of_breads_and_butter.jpg",
"edmObject": "http://griffiths.askaboutireland.ie/gv4/dev/

fandd_images_thumbs/selection_of_breads_and_butter.jpg",
"edmProvider": {

"def": [
"Europeana Food and Drink"] },

"edmRights": {
"def": [ "http://creativecommons.org/licenses/by-sa/3.0/"]},

...
"concepts": [
{

"about": "http://data.europeana.eu/concept/base/48",
"prefLabel": {

"de": ["Bild (Fotografie)"],
"fi": ["Valokuva"],
"ko": [" "],

...

Since all the metadata related to an image is downloaded
into a single file, the number of metadata files in the collec-
tion is equal to the size of the images. The metadata in RDF

31



can be directly used by the selected quality assessment tool.
This metadata will be analysed for its quality using specific
metrics and following a sampling approach, we also con-
sider a manual evaluation of the descriptive nature of the
associated metadata compared to the actual image. Even
if this task consumes a significant amount of time, it is
worth to check the quality going a little beyond what the
automated analysis tools provide. This metadata is further
used to analyze the richness of the metadata in describing
the concepts/aspects depicted in the image. This looks into
potential ontologies, vocabularies and thesauri in the food
domain and checks how many of them are used across the
images to semantically annotate the images.

5. Proposed Assessment Approach
We considered two types of quality measures applicable
to the assessment of the quality and richness of the meta-
data. The first is using quantitative measures where ob-
jective metrics are used to analyze quality based on some
mathematical formula, and the second one is a qualitative
approach where an expert judgement is required to deter-
mine the quality. In this work, we will use both methods in
such a way that existing widely used objective metrics are
selected and used to evaluate the quality and the richness
of all the metadata of the selected images. The qualita-
tive evaluation focuses on a deep analysis of the metadata
by comparing it with the corresponding image and evalu-
ate how much of the explicit and implicit information con-
tained in the target image is represented by the metadata. In
this particular approach, we will use experts from the food
domain to qualitatively evaluate the selected images and the
corresponding metadata to evaluate both the quality and the
richness of the metadata. This approach complements the
quantitative approach with expert judgement on the accu-
racy and correctness of the metadata and identifies the gap
between the potentially useful information contained in the
image and what is represented in the metadata.

5.1. Quality Analysis Tools and Metrics
Several researchers have identified and proposed metadata
quality metrics including the 67 metrics and 18 quality di-
mensions (Zaveri et al., 2015) and 27 metrics implemented
(Debattista et al., 2016). The later metrics are also im-
plemented in a linked data quality assessment framework
(Luzzu). Due to its comprehensive and deployable tool, we
conduct an initial experiment with the Luzzu framework
to quantitatively analyze the quality of our dataset. The
metrics included in the Luzzu framework are categorised
into four major categories (Debattista et al., 2016): repre-
sentational, where the focus is on the design of the data
in terms of common best practices and guidelines; contex-
tual category, which focuses on the relevance, correctness,
understandability and timeliness; intrinsic category, which
focuses on correctness and coherence of the data including
syntactic validity, semantic accuracy, consistency, concise-
ness and completeness; and accessibility category, which
focuses on the (re)usability of linked data resources by both
machines and humans. All these categories contain relevant
metrics for our dataset. However, not all the metrics are di-
rectly useful for the work we are conducting, such as the

length of the characters in a URI. Thus, we carefully select
the metrics we use to assess the quality of the metadata

5.2. Semantic Richness Analysis
Zavier et al Zaveri et al. (2015) further identified metrics
that are used to determine the richness of the metadata: de-
tection of good quality interlinks, the existence of links to
external data providers and dereferenced back-links. How-
ever, in (Debattista et al., 2016) interlinking is included
in the accessibility metrics. In analysing the richness of
the metadata, even if these metrics measure how richly the
metadata is connected with other sources, our main inter-
est is to check whether these external links are connected
to domain-specific ontologies, vocabularies, thesauri which
give detailed context and meaning to the contents of the im-
ages. This requires a further analysis of the external links
included in the metadata and evaluating whether these links
point to domain-specific or bibliographic metadata.
To achieve this objective, we identify major domain-
specific ontologies (Dooley et al., 2018), vocabularies5

(Harpring, 2018; Caracciolo et al., 2013; Leatherdale et
al., 1982) and thesauri in the areas of the topics of the se-
lected datasets. Mainly, we narrowed down our focus to
food-related metadata to evaluate the semantic richness in
providing useful information for supporting educators, sci-
entists and even content providers to focus more on the se-
mantic enrichment using domain-specific metadata which
makes the collection more relevant to the users.

6. Conclusion
In this paper, we present the current work we are conduct-
ing to evaluate the quality and the richness of the metadata
of a selected set of food image collections from Europeana
to identify gaps of the current semantic enrichment. To this
end, we selected 42,969 images and the associated meta-
data for the evaluation. We proposed both qualitative and
quantitative evaluation methods with existing scientifically
proven methods and metrics. So far, we have identified
most of the relevant metrics, selected the framework and
acquired the relevant data. Our next step will be to apply
the method and evaluate the quality and richness of the
dataset using the proposed methods. One of the challeng-
ing tasks is the qualitative evaluation of the richness and
the contextual accuracy of the metadata compared to the
contents of the images. To address this issue, we will
incorporate evaluators from the three categories of Euro-
peana users: the educators, scientists, and content providers
to evaluate the richness and the correctness of the metadata.
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