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Abstract
The disability benefits programs administered by the US Social Security Administration (SSA) receive between 2 and 3 million new applications each year. Adjudicators manually review hundreds of evidence pages per case to determine eligibility based on financial, medical, and functional criteria. Natural Language Processing (NLP) technology is uniquely suited to support this adjudication work and is a critical component of an ongoing inter-agency collaboration between SSA and the National Institutes of Health. This NLP work provides resources and models for document ranking, named entity recognition, and terminology extraction in order to automatically identify documents and reports pertinent to a case, and to allow adjudicators to search for and locate desired information quickly. In this paper, we describe our vision for how NLP can impact SSA’s adjudication process, present the resources and models that have been developed, and discuss some of the benefits and challenges in working with large-scale government data, and its specific properties in the functional domain.
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1. Introduction
The United States Social Security Administration (SSA) administers the largest federal programs for disability benefits in the US, serving over 15 million individuals (SSA Office of the Chief Actuary, 2019b; Social Security Administration, 2019). The SSA programs provide benefits to those individuals who are unable "to engage in any substantial gainful activity by reason of any medically determinable physical or mental impairment(s) which can be expected to result in death or which has lasted or can be expected to last for a continuous period of not less than 12 months" (Social Security Administration, 2012).

In order to determine whether an individual meets this definition of disability, SSA uses a five step process, illustrated in Figure 1. The first step is used to determine whether the individual meets the financial eligibility criteria. The second step looks at whether the applicant’s alleged impairments are sufficiently severe. The third step evaluates whether the applicant meets certain medical criteria. If these criteria are met, the applicant will receive benefits. Otherwise, the case proceeds to the fourth and fifth steps, where SSA considers the individual’s remaining functional capacity and the ability to work. Thus, both medical and functional information are critical to SSA’s business process. To gather this information, adjudicators solicit medical records from the applicant’s medical providers. This often results in hundreds or even thousands of pages of medical records for a single applicant, which the adjudicator must review manually to determine whether there is sufficient evidence to make a determination. This business process is further strained by the volume of applications – approximately 2 to 3 million new applications each year – and an aging work force where greater numbers of adjudicators will be retiring (SSA Office of the Chief Actuary, 2019a; United States Government Accountability Office, 2018).

In an effort to manage these challenges and better support adjudicators, the SSA has invested in developing natural language processing (NLP) systems for efficiently processing medical records. In addition, the SSA has recognized the importance of engaging external domain experts in order to introduce new perspectives and address key challenges. Through an inter-agency agreement with the National Institutes of Health (NIH), the two agencies have established a collaboration to develop novel NLP tools that particularly target information on function to help improve SSA’s business process. This paper outlines the vision for these NLP tools at SSA, the current state of that vision, and what lessons have been learned.

Figure 1: Illustration of the SSA disability determination process, indicating the primary type of information used at each step and relevant analytic methods.

*Equal contribution.
2. Vision for NLP in Disability Determination

The introduction of NLP into SSA’s business process serves two critical goals: providing decision support and building a foundation for business intelligence. Decision support includes using NLP models to quickly identify information pertinent to a case, alerting adjudicators when documents contain relevant information, as well as providing tools that allow adjudicators to search for and locate desired information. Abbott et al. (2017) discussed the use of NLP to identify severely ill applicants to the Compassionate Allowance (CAL) initiative at SSA. On the other hand, business intelligence offers case support by checking for consistency of evidence when medical records are coming from different providers and covering months or even years of medical history. Developing systems for business intelligence also allows for a more global picture of data and business processes, such as by detecting fraud and making information more readily available for research purposes. The NIH-SSA collaboration has focused on decision support, where SSA’s 5-step decision process offers an opportunity to combine the expertise of the two agencies.

Steps 2 and 3 of SSA’s adjudication process are primarily concerned with medical information, such as documented symptoms, diseases, and disorders. A wide variety of NLP tools have been developed for identifying this information (Kreimeyer et al., 2017), and have proven useful even for identifying rare diseases (Udelsman et al., 2019). While there are known challenges in adapting medical NLP systems to language from the diversity healthcare providers interacting with a national consumer like SSA (Carrell et al., 2017), these tools nonetheless present significant potential to reduce adjudicator burden in reviewing medical evidence.

Steps 4 and 5, however, are concerned primarily with information on physical and mental function. Function, as conceptualized in the World Health Organization’s International Classification of Functioning, Disability and Health (ICF), is determined not only by medical factors, but also by environmental and personal factors, and by the activities and social roles an individual chooses to engage in (World Health Organization, 2001). Anner et al. (2012) showed that the ICF framework is effective for evaluating disability. However, functioning information poses distinct problems for NLP, including inconsistent documentation standards, a lack of ontological and terminological resources capturing functional concepts, and a paucity of available data for NLP development and analysis (Newman-Griffis et al., 2019a). NIH’s expertise in conceptualization and analysis of function thus offered a synergistic opportunity to focus on developing novel tools and resources to address these challenges in capturing functioning information with NLP.

The remainder of this paper describes NIH’s initial research and development of NLP technologies for functional information.

3. Implementation

For initial research and development, NIH has focused on mobility reports, one of the most frequent areas of functional limitation involved in disability cases (Courtney-Long et al., 2015). Several types of NLP technologies have been developed for both document-level and case-level support, including information extraction and document ranking technologies, as well as the automated creation of terminologies supporting identification of functioning information.

3.1. Data

Since functional information relevant to a claimant’s allegations is primarily present in free text without structured codes associated with it, finding such information is a more time-consuming process for the adjudicators. In our developed models we focus on finding activity reports (Newman-Griffis et al., 2019a) that are relevant to a claimant’s functional status. Examples of such information for mobility include The patient is able to walk using a cane and The pt requires assistance to transfer from bed to chair.

For the initial phases of research, we built our resources using data from NIH Clinical Center medical records as surrogates to SSA data. The NIH data are a rich source of information about function for terminology discovery and are often cleaner than SSA records.

A team of rehabilitation and medical experts developed schemas and guidelines for annotating mobility information. Spans of text related to a claimant’s mobility status were marked in a corpus of 400 English-language physical therapy notes, provided by the Office of Biomedical Translational Research Information System (Cimino et al., 2014, BTRIS). Additional subentities and attributes were marked, as summarized in Figure 2.

Annotation results are presented in Table 1. Pairwise inter-annotator agreement as measured on a doubly-annotated set of 200 documents ranged from 96 to 98% F1 score on overlapping text spans (Thieu et al., 2017). The resulting 400 annotated notes served as the gold standard for automatic Mobility report detection, and were randomly assigned to an 80/20 split into training and test sets.

3.2. NER Modeling

NIH introduced multiple information extraction baseline models that cast the problem as a named entity recognition (NER) task, where named entities are the functional information reports.
As a baseline model, we used Conditional Random Fields (CRF) (Finkel et al., 2005) with an extensive list of features such as word shape, part-of-speech (POS) tags, word clusters, etc. Additionally, we test Bidirectional Long Short-Term Memory (BiLSTM-CRF) models, given their popularity and high performance in NER (Lample et al., 2016) and patient notes deidentification tasks (Dernoncourt et al., 2017). We tested both architectures to build mobility recognition models that handle the full mobility report span and its subentities. Both the CRF and Bi-LSTM-CRF models show promising results with respective token-level F1-scores of 82% and 78% for the mobility reports. Additionally, the models yield good results for subentities, with 75% and 83% token-level F1-score for Action mentions, which contain the most salient information for mobility-related queries. These results are considerably lower than what NER systems typically achieve. For instance, state-of-the-art performance on the CoNLL 2003 dataset is 93.5% F1-score (Baevski et al., 2019). While this discrepancy can be partially attributed to the comparatively limited amount of training examples, we believe this is also caused by the challenging nature of the task, the large data variability and presence of noise (e.g. OCR). We refer to Newman-Griffis and Zirikly (2018) for further description and analysis of the results on a subset of the annotated reports.

To complement these modeling strategies, which yield high-precision predictions but suffer in recall, NIH also developed a recall-focused model that uses contextual information to estimate the likelihood that each token in a document is part of a mobility report (Newman-Griffis and Fosler-Lussier, 2019). This approach consistently identified over 90% of relevant tokens in NIH documents, though with an accompanying increase in false positives necessitating post review. Preliminary evaluation on SSA data has shown similar results; qualitative review of system outputs on diverse document types suggests effective generalization with only a small decrease in precision. These different strategies therefore offer useful alternatives for applications that may emphasize high-confidence predictions (e.g., document classification) or high-coverage (e.g., evidence retrieval).

3.3. Polarity Classification

Identifying relevant information is a key first step to help the adjudicators in their decision process. However, the next step in that process is providing the polarity of the functional report. For instance, given the mobility report in Figure 2, the polarity associated with the mobility action mention ambulates is able. The four polarity values in our annotation schema are able, unable, unclear, and none. Our proposed models range from rule-based systems, conventional machine learning techniques using random forests and support vector machines (SVM) to feed-forward (FF) and convolutional (CNN) neural network models. In addition we employ ensemble models that use majority voting between SVM and CNN, and a FF model that dynamically chooses output from the rule-based, SVM and CNN systems. Our proposed models predict the ability of a functional activity with 88% F1-score, as opposed to 69% for the unable label. This large gap in performance is mainly due to the imbalanced nature of the dataset. For further details about these models and analysis, we refer to Newman-Griffis et al. (2019b).

3.4. Document Ranking

Document-level information extraction technologies also offer an opportunity to support case-level processes, particularly document triage and prioritization. NIH has investigated using mobility reports extracted using NER models to rank a set of documents by the amount of predicted mobility information in each. These experiments yielded strong correlation with the true number of mobility reports in each document, indicating that NER technologies present significant utility for assisting case-level review of documents (Newman-Griffis and Fosler-Lussier, 2019).

3.5. Terminology Extraction

Terminologies and ontologies have been heavily developed and used for NLP in the clinical and biomedical domains. Examples of such repositories are the Unified Medical Language System (UMLS) (Bodenreider, 2004), the Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) (Donnelly, 2006) and the Human Phenotype Ontology (Robinson et al., 2008). SNOMED CT terminologies, for instance, provide over 90% coverage of the commonly used terms in medical problem lists (Elkin et al., 2006).

Given the utility of terminologies and the lack of any for the functioning domain, we developed them for multiple functioning domains including Mobility. A particular challenge for building these terminologies is that relevant terms in these domains are often not medical, but highly frequent and ambiguous. As a result, they need to be captured as multi-word units that include sufficient context (e.g., able to walk around), and the many different surface realizations of a concept needs to be generated to increase recall. We used neural models to expand seed terminology lists to achieve a partial-match coverage of 88% against annotated data.

4. Discussion

This project to develop models and tools for functional information to support SSA's business process has provided insight into the benefits and challenges of collaborations between federal agencies. At the same time, this is only a first step in the work to improve the decision-making process. In this section, we discuss some of the implications
of collaborating across agencies, technical challenges, and future work aimed at addressing them.

4.1. Government Collaborations
The collaboration between SSA and NIH brings together expertise and knowledge across federal agencies to leverage process insights while providing new perspectives on ways to inform the disability determination process. There is a lot of work that goes into forming and maintaining such a relationship to ensure that the collaboration supports the mission of each agency and offers value to both. In particular, since SSA provides services to the American public, it is paramount that the collaboration protects the interests and privacy of those individuals who apply for benefits. In the US government, the Privacy Act protects information about individuals that is "retrieved by personal identifiers such as a name, social security number, or other identifying number or symbol" (Health and Human Services, 2019).

SSA includes information about the Privacy Act as part of the disability benefits application, as well as any other form that collects information from an applicant (Social Security Administration, 1998). The Privacy Act prohibits the sharing of this information except if covered by one of twelve exceptions. These exceptions include use for research and statistical purposes, which therefore allows SSA to share these data with NIH as part of the collaborative effort to "enhance the decision-making process in the Social Security program" (Social Security Administration, 2020). While this exception allowed SSA to share these data, since the NIH is a research institute, we also sought the necessary human subjects’ protection determinations for accessing and conducting research with the data. By leveraging the regulation processes across both agencies, we ensure that the necessary checks and balances are in place for protecting the data and the individuals the agencies serve.

4.2. Technical Challenges of SSA Data
While having access to these data is critical in order to develop systems that best suit SSA's business process, working with SSA records poses many challenges. SSA collects and generates enormous amounts of data for each applicant, and these data are often heterogeneous, noisy and fluid. Applicants’ data include medical records from across the country and from all kinds of providers. Such a geographically diverse set of documents, with regional differences in use of language, and the evolution of language and medical jargon over time pose additional hurdles for developing NLP models.

Finding function information within this corpus inherently comes with challenges posed by the genre, where the terminology is under-specified and telegraphic at best, and text is often semi-structured. These properties exacerbate problems of scoping and ambiguity inherent in natural language, and make the genre resistant to traditional NLP techniques. Figure 3 illustrates these challenges with an example from the function domain. Range of motion (ROM), within functional limits (WFL) and external rotation [strength] (ER) are examples of telegraphic and ambiguous terminology. The example also contains two slot and value structures, for ROM and Strength. Strength observations are not enumerated (all extremities), and the shorthand 10/10 for all except presents scoping issues, as it modifies the truth propositions from the previous statement. Improvements to any of these issues in the function domain are applicable more broadly. To that end, we are building systems to address scoping and decompose structured text using function as the use case.

5. Future Work
In ongoing work, we are developing classification models for other functional domains, tuning and validating them on SSA data, and supporting their integration at SSA.

5.1. From Demonstration to Deployment
Translating novel innovations in informatics research into operational practice in health systems faces a wide variety of challenges (Goldstein et al., 2004; Scott et al., 2018). A key challenge posed by current technologies lies in translating software designed for research and demonstration, which must be easily modifiable and typically focuses on small, controlled datasets, into products ready for enterprise-level deployment, demanding much greater robustness and the ability to process large-scale data rapidly. In NLP, two primary factors limit this translation: computational requirements and engineering environments. Cutting-edge technologies such as BERT (Devlin et al., 2019) require GPU capability for effective use, and present high demands for disk space and memory in processing and storing results; this imposes significant burden in procuring and maintaining sufficient computational resources to support the tools used. In addition, many current deep learning technologies use libraries implemented in the Python programming language, whereas Java is often the language of choice in secure government and enterprise environments, and for many medical NLP tools designed for large-scale use. Deployment might therefore necessitate reimplementation or interoperability layers.

6. Conclusion
Disability benefits case adjudication is an area of government functioning where human language technologies have the potential to improve service quality and cut costs. In an effort to address challenges with adjudicator case load, the US Social Security Administration is pursuing NLP solutions and reaching out to external partners with domain expertise that can help address the most challenging components. The SSA-NIH inter-agency agreement has been a success in bringing together experts from multiple domains, defining a modern vision and delivering tangible results that can improve SSA's business processes.
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Abstract

In this paper, we propose FRAQUE, a question answering system for factoid questions in the Public Administration domain. The system is based on semantic frames, here intended as templates consisting of a set of slots typed with their possible values. FRAQUE is a pattern-base system that queries unstructured data, such as documents, web pages, and social media posts. Our system can exploit the potential of different approaches: it extracts pattern elements from texts which are linguistically analysed by means of statistical methods. FRAQUE allows Italian users to query vast document repositories related to the domain of Public Administration. Given the statistical nature of most of its components such as word embeddings, the system allows for a flexible domain and language adaptation process. FRAQUE’s goal is to associate questions with frames stored into a Knowledge Graph along with relevant document passages, which are returned as the answer. In order to guarantee the system usability, the implementation of FRAQUE is based on a user-centered design process, which allowed us to monitor the linguistic structures employed by users, as well as to find which terms were the most common in users’ questions.

Keywords: Question Answering, Semantic Frames, Knowledge Graph

1. Introduction

Although late, Italy is slowly advancing in the digitization process of Public Administration data and services (Carloni, 2019). Now, more and more institutions in Italy manage data and delivery services on the web. Several municipalities started to adopt Question Answering Systems (QASs), chatbots, and digital assistants to ease citizens’ access to public data. A wide range of citizens can use these systems since they permit to query vast repositories in natural language (Hovy et al., 2000; Ojokoh, 2018).

In this paper, we propose FRAQUE (FRAm-based QUEstion-answering), a domain-specific question answering system for factoid questions. Our system exploits semantic frames, here intended as templates consisting of a set of slots typed with their possible values (Minsky, 1974; Jurafsky and Martin, 2019). Thanks to frames, our QAS can query unstructured data, such as documents, web pages, and social media posts. We applied FRAQUE to the ad

2. Related Work

Existing QASs have been categorized in different ways, e.g. depending on the addressed question type (e.g. confirmation questions, factoid questions, list questions), on the features of the QASs, on the adopted approaches and techniques (Ojokoh, 2018).

According to Dwivedi and Singh (2013) and Pundge et al. (2016) QASs can be distinguished into three different categories: linguistic approach (Green et al., 1961; Clark et al., 1999; Fader and Etzioni, 2013; Berant et al., 2013), statistical approach (Moschitti, 2003; Ferrucci, 2010; Chen et al., 2017; Devlin et al., 2019) and pattern matching approach (Ravichandran and Hovy, 2002; Pašca, 2003).
very effective in specific domains. On the other hand, it shows limitations in portability through different domains, since building an appropriate knowledge base has usually heavy time costs. On the contrary, statistical approaches are easily adapted to various domains since they are independent of any language form. This kind of QASs are often based on Support Vector Machine (SVM) classifiers, Bayesian classifiers, Maximum Entropy models and Neural Networks (NN). Such question classifiers analyze the user’s question to make predictions about the expected answer type, thanks to statistical measures. Statistical QASs require an adequate amount of data to train the models, therefore in this case the development cost moves from the manual production of linguistic rules to the preparation of annotated resources to feed the classifiers. Pattern matching approaches exploit text patterns to analyze the question to select and return the right answer. For example, the question “Where was Cricket World Cup 2012 held?” corresponds to the pattern “Where was <Event Name> held?” and is associated with the answer pattern “[<Event Name> was held at <Location>]” (Dwivedi and Singh, 2013). These systems are less complex than those exploiting linguistic features, which require time and specific human skills, and most of them automatically learn patterns from texts (Dwivedi and Singh, 2013; Hovy et al., 2000).

Furthermore, as reported by Jurafsky and Martin (2019), there are two different major paradigms of QASs: information-retrieval based and knowledge-based. In the former case, systems leverage on a vast quantity of textual information, which is retrieved and returned thanks to text analysis methods (Brill et al., 2002; Pašca, 2003; Lin, 2007; Fader and Etzioni, 2013; Chen et al., 2017; Devlin et al., 2019). In the latter case, semantic data are already structured into knowledge bases (Green et al., 1961; Clark et al., 1999; Ravichandran and Hovy, 2002; Fader and Etzioni, 2013; Berant et al., 2013). Finally, hybrid systems, like IBM Watson DeepQA (Ferrucci, 2010), rely both on text datasets and structured knowledge bases to answer questions.

Following such a classification, FRAQUE can be seen as an hybrid approach system. Firstly, it is based on linguistic analysis through statistical methods, which serves as pre-requisite to maximize the performance of pattern matching techniques application. Secondly, it draws its data from a thesaurus and a Knowledge Graph (KG) both structured into semantic frames. In the thesaurus, simple terms, complex terms, and named entities related to the same frame are clustered and arranged into patterns exploited for the question analysis. In the KG, each slot frame contains a text passage (i.e., a single sentence snippet), selected through a ranking process measuring its relevance for that frame slot. Differently from relational databases, a pre-defined set of relations is not required by a KG, so that a more flexible object-oriented data storage is guaranteed (Miliani et al., 2019). Moreover, FRAQUE applies statistical techniques to identify and cluster data, such as word embeddings and classifiers.

3. The FRAQUE Methodology

In this section we present an overview of the user-centered design process employed to create FRAQUE. Moreover, we report on its components through the three main stages described in Dwivedi and Singh (2013), namely document analysis, question analysis and answer analysis.

![Diagram](image)

Figure 1: The diagram shows the FRAQUE analysis pipeline, which shares some modules with the Text Frame Detector (TFD) system (Miliani et al., 2019). Components in the central box belong to both FRAQUE and TFD systems. Except for the answer analysis component, all the other FRAQUE modules are employed in the question analysis described in Section 3.3.

3.1. User-Centered Design Process

We decided to adopt a user-centered design process (Gould and Lewis, 1985) to consider users’ needs as a fundamental requirement for FRAQUE implementation. We distributed a questionnaire to 30 users divided into four age groups: 18 – 25 (15%); 26 – 35 (33.3%); 36 – 50 (20%); 51 – 65 (30%). We asked the users to write a small number of questions, pretending to interact with a QAS. The questionnaire allowed us to monitor the linguistic structures employed by users, as well as to find which terms were the most common in users’ questions so that it was easier to identify frame triggers and attribute triggers. (see Section 3.2.). Further linguistic features detected by analyzing users’ questions were: (i) lack of punctuation; (ii) variable length of questions: from 1 to 15 tokens (the shorter ones contained only keywords, as if the users were querying a search engine); (iii) typos. Considering (i) and (ii), we opted for avoiding fixed pattern for question analysis: we decided to look for
patterns of unordered elements on the question text, without sticking to fixed term sequences.

3.2. Document Analysis

Document analysis consists of identifying candidate documents and detecting possible answers among document snippets (Dwivedi and Singh, 2013). The knowledge base employed by our system is a KG populated by the Text Frame Detector (TFD), an Information Extraction (IE) system described by Miliani et al. (2019) (see Figure 1), containing semantic frames selected through the design process described in Section 3.1. (see Figure 2).

![Figure 2: The Knowledge Graph structure employed by the TFD (Miliani et al., 2019).](image)

3.2.1. Linguistic Analysis and preparatory IE process

As anticipated, FRAQUE and TFD have been embedded into a dialogue management system as the QAS of a chatbot. The systems are part of a bigger project that involves several instruments aimed at analyzing and indexing documents belonging to the PA domain. In particular, FRAQUE and TFD work downstream of a complex indexing process composed of both general purpose and domain specific components. First of all, TFD exploits two different linguistic pipelines: T2K (Dell’Orletta et al., 2014) and CoreNLP-it (Bondielli et al., 2018). The former has been adapted for administrative acts analysis, the latter for the annotation of questions and texts like social media posts, since it includes statistical models for tokenization, sentence splitting, Part-of-Speech (PoS) tagging, and parsing. For event detection, our QAS exploits a model embedded in the broader system where it has been integrated. To extract NEs, the Stanford NER (Manning et al., 2014) is employed. In particular, it exploits the INFORMed PA (Passaro et al., 2017) model to extract entities related to the administrative domain. Furthermore, it employs EXTra (Passaro and Lenci, 2016) for in-domain complex terms extraction.

Table 1 shows the performances of the components used for the morphosyntactic and semantic analysis of texts. As anticipated, T2K2 has been employed to analyze administrative acts, but to our knowledge its performances have not been assessed on the PA domain yet. We report an evaluation performed over general-purpose documents (Dell’Orletta, 2009).

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PA</th>
<th>MEASURE</th>
<th>SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2K²: PoS tagging</td>
<td>no</td>
<td>Accuracy</td>
<td>96.34%</td>
</tr>
<tr>
<td>CoreNLP-it: PoS tagging</td>
<td>no</td>
<td>F1</td>
<td>0.97</td>
</tr>
<tr>
<td>INFORMed PA</td>
<td>yes</td>
<td>F1 Macro AVG</td>
<td>0.77</td>
</tr>
<tr>
<td>EXTra</td>
<td>yes</td>
<td>Precision</td>
<td>93.50%</td>
</tr>
</tbody>
</table>

Table 1: Performances of each component exploited for the morphosyntactic and semantic analysis of texts in FRAQUE. The PA column indicates whether each module has been tested on the administrative domain.

3.2.2. Detecting Frames

In FRAQUE, each frame \( F \) encodes semantic categories relevant for a specific domain, such as the TAX frame for the administrative domain. “Municipality Tax” or “Garbage Tax” are linguistic cues called frame triggers \( F_t \) and enable the detection of frame instances on texts. Deadline and methods of payment are considered attributes \( A \). Attributes encode the relevant features of the semantic category represented by each frame. Attribute triggers \( T \) ease the attribute extraction from texts. \( T \) and \( F_t \) are both expressed by simple and complex terms. Named Entities (NEs), and Temporal Expressions (TEs). For instance, the deadline attribute is detected by the triggers “disbursement”, “installment”, and usually by date (see Figure 3). For ease of reading, the examples provided along the paper have been translated in English.

![Figure 3: Example of a snippet expressing an instance of the TAX frame. It contains relevant information for both the deadline and the methods of payment attributes.](image)

Triggers are stored in an thesaurus and linked to the related frames and attributes. They are registered with their standard form \( s \) and a small number of orthographic and morphosyntactic variants \( v \) selected by domain experts. Trigger variants are expanded with their semantic neighbors to improve frame and attribute recall. In Figure 3, the attribute triggers “wire transfer” and “postal order” are tagged with their standard form “payment-form”.

After the linguistic analysis, we applied TFD to search frame and attribute triggers on the text, in the same or adjacent sentences. The snippet in Figure 3 shows the trigger for the TAX frame “Municipality Tax” along with several attribute triggers: simple terms, such as “disbursement” and “installment”; complex terms, like “wire transfer” and
“postal order”; and TEs, i.e. “June 18th” and “December 17th”. The extracted sentences are ranked according to different scores, taking into account metrics like the number of retrieved triggers related to a given attribute, the average distance (in tokens) between the frame and the attribute triggers, the sentence length. Consider the snippet in Figure 3 concerning the attribute methods of payment: there are three retrieved triggers (“disbursement”, “wire transfer” and “postal order”); the average token distance between the frame trigger “Municipality Tax” and these triggers is \((0 + 5 + 7)/3 = 4\) (e.g., “wire transfer” is five tokens distant from “Municipality Tax”); finally, the sentence length is 22 tokens.

The sentence with the highest rank is linked to the related attribute. More specifically, each candidate snippet receives a double score, a Sentence Score \((SS)\), which ranks it within the set of snippets extracted from the same document, and a Document Score \((DS)\) ranking it within the set of snippets extracted from the entire collection of documents (Miliani et al., 2019).

Frame instances are stored in a Neo4j KG. As shown in Figure 2, each frame corresponds to a root node, which is represented by the \(\text{Tax}\) frame in the proposed example in Figure 4. Each \(\text{frame node}\) is connected with all the frame triggers found on the collection of documents. If we consider the snippet in Figure 3, the instance of the frame is given by the trigger “Municipality Tax”, which labels the \(\text{frame trigger node}\) connected to “Tax” in Figure 4.

Frame trigger nodes are linked to attribute nodes. For instance, the snippet in Figure 3 contains information about the attribute deadline. This \(\text{attribute node}\) is connected to at least a \(\text{document node}\), representing the document where the attribute has been extracted from: we took as example a “Rome Municipality Act”. A snippet with the higher \(SS\) for the connected attribute is stored together with the document node. The snippet is also registered with its \(DS\). One of the triggers extracted from the snippet in Figure 3 is “June 18th”, which labels the \(\text{trigger variant node}\): this node is connected on one side to a \(\text{trigger node}\) marked by its standard form, i.e. “date”, and on the other side to the \(\text{snippet node}\) representing the snippet containing the trigger.

### 3.3. Question Analysis

Question analysis includes parsing, question classification, and query reformulation (Dwivedi and Singh, 2013). The main goal of the question analysis module is to find a match between a question and at least a frame attribute indexed into the KG. The analysis is carried out exploiting some components shared with the TFD for the linguistic annotation and the frame extraction (See Fig. 1), a focus detection (Cooper and Ruger, 2000) and a query evaluation process, aiming at associating each question to the right frame and attribute and formulate the query to the KB. With the same goal, a query expansion module exploits word embeddings to find triggers among the semantic neighbours of questions ngrams (see Figure 1).

The morphosyntactic analysis of questions is carried out by the CoreNLP-it pipeline, whereas rule-based components are exploited for NER. GATE² and the Stanford TokensRegex (Chang and Manning, 2014) are used to extract from questions the entities annotated with statistical components during the document analysis phase (See 3.2.1.). Given a set of frame attributes \(A\), an attribute \(a \in A\) is identified in a question by the co-occurrence of a frame trigger \(F_t\) and a subset of the attribute triggers set \(T\) associated with it, such as \(A = \{F_t, T\}\), where \(T = \{t_1, ..., t_u\}\). Triggers are grouped by several standard forms \(\{s_1, ..., s_n\}\) (see Section 3.2.). Moreover, a subset \(Q\) of \(T\) is implicitly expressed on text by means of question foci. Thus, \(Q \subset T\) and \(S \subset T\).

The TFD module employed by FRAQUE for attribute extraction looks for a frame trigger \(F_t\) to possibly associate the question with a frame \(F\). For instance, in this phase the frame trigger for the \(\text{Tax}\) frame “Municipality Tax” is extracted from the question in Figure 5. Then, the TFD searches for attribute triggers related to the \(\text{Tax}\) frame attributes. Different degrees of flexibility can be set for the attribute retrieving. A binary feature assigned to each trigger \(t_i\) suggests if the trigger is compulsory for associating an attribute with the examined question (Miliani et al., 2019).

In the example in Figure 5, the attribute extraction module detects only the generic trigger “payment”, which led to associate the question with both the attributes deadline and methods of payment.

Figure 5: Example of a user question containing the question focus (“when”). The tagged tokens are attribute triggers and tags correspond to their standard forms.

If no attribute is activated, a query expansion module checks if simple and complex terms extracted from questions are at least semantic neighbors of the triggers con-

---

¹http://neo4j.com/

²https://gate.ac.uk/
tained in the thesaurus. Semantic neighbors are com-
puted within a distributional space trained with word2vec
(Mikolov et al., 2013) on La Repubblica corpus (Baroni and
Mazzeoli, 2004) and PaWaC (Passaro and Lenci, 2017)
for administrative domain-specific knowledge. FRAQUE
searches for the terms extracted from the question among
the distributional space targets. Target words are lema-
tized and combined for complex terms. Following the
compositional property of word embeddings, each complex
term vector consists of an element-wise sum of its word
embedding elements (Hazem and Daille, 2018). Semantic
neighbors are then detected among the terms with the
highest cosine similarity measure. Among these neighbors,
FRAQUE searches for triggers.

To solve the potential ambiguity resulting from the attribute
extraction process and to facilitate a connection between
questions and attributes, we implemented a focus detection
module. The question focus is expressed by interrogative
adverbs, like “how”, and by equivalent linguistic expres-
sions composed by more than one token, such as “in which
way”.

Each focus is associated with an attribute trigger. For in-
stance “how” is linked to the trigger “methods”, whereas
the focus “where” is related to a trigger represented by a
location named entity.

The extracted focus is then involved in the question evalua-
tion process. In Figure 5, the question focus is “when”,
which is associated with TEs. Thus, the snippet containing
the answer of the cited question must include a TE. The
attribute including a date among its trigger is the attribute
deadline, which is therefore associated with the question.

\[
\text{Can I [pay] \text{payment} the [Municipality Tax]_{\text{tax}} with [postal order]_{\text{payment - form}}?}
\]

Figure 6: Example of a user question. The tagged tokens
are attribute triggers and tags correspond to their standard
forms.

If the focus extracted from the question is not connected to
any attribute, or if no focus has been extracted from the
question (as showed in Figure 6), a different procedure is
followed. In this case, the attribute selected is the one
with the highest Attribute Score (AS). The AS is com-
puted for each candidate attribute selected by the attribute
extraction module, and it is defined as:

\[
AS = \frac{|S_Q|}{|S_T|} \times \frac{\sum_{i=1}^{n} \cos}{|T_Q|}
\]

where \(S_Q\) is the set of the standard forms of all the trig-
gers \(T_Q\) extracted from the question and related to a cer-
tain attribute, such as \(S_Q \subset S\) and \(T_Q \subset T\). AS is directly
proportional to the average of the cosine similarity between
the triggers in \(T_Q\) and the triggers stored in the thesaurus.
In this way, AS favors terms semantically closer to the trig-
gers contained in the thesaurus, so that the noise resulting
from query expansion process is reduced. Furthermore, AS
does not consider only \(T_Q\), the set of all triggers found on
the question. AS takes into consideration the ratio between

3.4. Answer Analysis

Finally, the extraction and ranking of candidate answers
are carried out in the answer analysis (Dwivedi and Singh,
2013) (see Figure 1). The answer returned by FRAQUE is a
snippet that is detected walking through the KG nodes, fol-
lowing a path indicated by the information extracted from
the question during the question analysis phase. Once the
question is analysed we identify three different scenarios:

- The attribute scenario: the question is associated with
  an attribute;
- The frame scenario: the question is linked to a frame,
  can be specified;
- The residual scenario: the question cannot be related
to any attribute or frame.

In the first scenario, FRAQUE uses the question analy-
sis results to query the KG and retrieve a snippet. Con-
sider the question in Figure 5, which is related to the at-
tribute deadline of the TAX frame, and which contains the
frame trigger “Municipality Tax”. FRAQUE looks at the
root nodes inside the graph and selects the one labelled by
“TAX”. Then, it looks for “Municipality Tax” among the
frame instances and checks for the presence of an attribute
node tagged with “deadline” afterwards. At this point, if the
requested information has to be extracted from the whole
corpus, FRAQUE considers the snippets stored with each
document node and returns the one with the highest DS.
Otherwise, if the information has to be searched in a spec-
fic document (e.g., “Rome Municipality Act”), FRAQUE
looks at the document node and returns the one with the highest
DS.

In the frame scenario, only a frame trigger has been ex-
thrated from the question, but no focus or attribute trigger
can disambiguate the user’s information request. In this
scenario, FRAQUE returns the document or the set of docu-
ments connected to the highest number of attribute nodes
for the detected frame. Such documents are in fact sup-
posed to contain a more complete knowledge about the
frame itself.

In the residual scenario, triggers can not be detected neither
among the question terms, nor among their semantic neigh-
bours. In that case, FRAQUE extracts all metadata from
the question, such as complex terms and entities, and uses
them to query a document base indexed on Lucene³. In
this database, the documents are indexed with terms, enti-
ties and topics related to the administrative domain. Terms
and topics are structured in an ontology built by domain ex-
erts and employed for the platform SemplicePA (Miliani
et al., 2017). FRAQUE returns those documents where the
extracted terms and entities co-occur, by exploiting AND
queries based on a list of pre-defined groups of metadata
organized by type (i.e., terms, entities, and topic).

³https://lucene.apache.org/
4. Evaluation And Results

We evaluated FRAQUE on the administrative domain. In particular, we detected two frames: (i) the domain-specific Tax frame, and (ii) the Event frame, concerning the events taking place in a given city area, which we considered as a more general purpose frame (see Table 2). FRAQUE’s outcomes are assessed on To test our QAS, we selected 50 questions among those gathered through the questionnaire employed in the design process (see Section 3.1.), and among the FAQ reported on several Italian Municipality web sites. More precisely, we focused on a subset of questions referring to the target frames attribute (i.e., those asking information about events and taxes) and on another subset of questions not related to them. This way, we were able to evaluate the performances of the system for the three scenarios outlined in Section 3.4. Table 2 reports the frame attributes on which the performances of FRAQUE have been assessed.

<table>
<thead>
<tr>
<th>FRAME</th>
<th>EVENT</th>
<th>TAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
<td>Where</td>
<td>Deadline</td>
</tr>
<tr>
<td></td>
<td>When</td>
<td>Methods of payment</td>
</tr>
<tr>
<td>Cost</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Attributes of the Event and Tax frames.

We evaluated FRAQUE on its ability to return (i) The right answer type; (ii) The right answer content. For what concern the first point, the goal is to assess whether the system is able to return the expected output type based on the scenarios described in Section 3.4. (i.e., attribute, frame, and residual). Traditional test accuracy metrics were employed, like $F_1$ score, which takes into consideration the overlap between the system outcomes and the correct answer type for each question.

<table>
<thead>
<tr>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>macroAVG</td>
<td>0.69</td>
<td>0.57</td>
</tr>
<tr>
<td>microAVG</td>
<td>0.72</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 3: Performances of FRAQUE for what concern the right answer type returned according to the detected scenario associated with the question.

Table 3 shows relatively low results for recall. Such a score is affected by the cases in which FRAQUE could not provide an answer to the question due to several reasons including (i) the absence of the information requested by the user and (ii) its ability to find the proper match within the question and the documents frames.

With regard to the second point (i.e., the answer content) a different evaluation was performed. A domain expert was asked to decide whether the returned snippets or documents (according to the detected scenario) contain the right answer to the questions. The metrics we used differ from one scenario to another (see Section 3.4.). Table 4 reports the FRAQUE’s performances according to each scenario.

<table>
<thead>
<tr>
<th>SCENARIO</th>
<th>MEASURE</th>
<th>PERFORMANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>MRR</td>
<td>0.58</td>
</tr>
<tr>
<td>Frame</td>
<td>MRR</td>
<td>0.75</td>
</tr>
<tr>
<td>Residual</td>
<td>Precision</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of the content of the answers returned by FRAQUE according to the detected scenario. In the frame scenario, the system detected a frame, but no attribute related to it. In the attribute scenario, FRAQUE extracted at least a frame and an attribute from the text of the question. In the residual scenario, no frame could be extracted from the question text.

When the question can be associated with an attribute, as in the first scenario, we employed the Mean Reciprocal Rank (MRR). MRR is a metric introduced in the TREC Q/A track in 1999 for factoid question answering system evaluation (Jurafsky and Martin, 2019). For a set of questions $N$, it was computed on a short list of snippets containing possible answers, ranked by SS or DS (see Section 3.2.). Each question is then scored according to the reciprocal of the rank of the first correct answer. Given a set of questions $Q$:

$$MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{rank_i}$$

where $rank_i$ refers to the rank position of the first relevant document for the $i^{th}$ query. As for the attribute scenario, in table 5 we report a deeper evaluation over the various attributes.

<table>
<thead>
<tr>
<th>FRAME</th>
<th>ATTRIBUTE</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVENT</td>
<td>Where</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>When</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>0</td>
</tr>
<tr>
<td>TAX</td>
<td>Deadline</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Methods of payment</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 5: Evaluation of the answers to the questions related to EVENT and TAX frame attributes, according to the attribute scenario. The score is computed on the returned snippets.

It is important to notice that such results are highly affected by the cost attribute, for which the system was not able to find correct answers. Such errors are mainly due to a wrong indexed snippet for the corresponding attribute. Because of the high number of municipality acts stored in our database, most of the events have been extracted from this kind of documents. In most cases, these acts report how much the municipality spent to fund the events, instead of the ticket cost of the event. It is clear that we expect completely different results by evaluating the system on a knowledge base where information related to events is mainly extracted from social media posts, where the price of the ticket to participate in a certain event is usually specified.

In the frame scenario, the given question could not be associated with any attribute, so the documents containing rele-
vant snippets for the detected frame are returned. Here, the MRR is calculated on the list of documents ranked by the number of the relevant snippets extracted from them and associated with the frame attributes. Table 6 shows the results for each frame concerning this scenario.

<table>
<thead>
<tr>
<th>FRAME</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event</td>
<td>0.50</td>
</tr>
<tr>
<td>Tax</td>
<td>1</td>
</tr>
<tr>
<td>macroAVG</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 6: Evaluation of the answers to questions related to Event and Tax frames, according to the frame scenario. The score is computed on the returned documents.

The low performance of the system in retrieving the information related to the Event frame is mainly caused by some features of the indexing process. TFD indexes a document only if it contains information relevant for at least one attribute. For this reason, even though the TFD stored an event in the graph, no document may be associated with it and thus returned.

In the residual scenario, no frame is associated to the question and the system queries a Lucene database with in-domain terms, entities, and topics extracted from the question text. In this case, FRAQUE returns up to 5 documents. Since the results are not ranked, the system performance was evaluated considering if at least one of the returned documents was actually relevant for the question. The employed evaluation metric is a variant of the precision: we considered as true positive only those cases where FRAQUE returned at least a relevant document for each query (see Table 4). We decided to consider this metric also taking into consideration the QAS usage context, where the real goal is to guarantee that the information the user needs is among the returned documents.

The results showed that, in some cases, the queries returned no answers. On the one hand, this happens because we decided to maximize the quality of the returned results by employing AND queries in querying the Lucene database. Specifically, output documents were required to contain all (or pre-defined groups) of the relevant metadata identified in the text of the question. However, this way, the system never retrieves documents containing different combinations of terms, entities or topics extracted from the question. On the other hand, the errors are caused by the absence of documents related to the question topic. By evaluating FRAQUE without considering questions for which the Lucene database does not contain the needed information, the precision increases by 29%, reaching overall a performance of 0.76.

5. Conclusions

In this paper we introduced FRAQUE, a question answering system based on semantic frames. FRAQUE structures textual data into frames so that they can be queried by means of natural language. This solution is based on an IE module for document analysis, namely the TFD (Miliani et al., 2019), allowing for the indexing of documents by text frames. Given this kind of metadata, FRAQUE is able to detect correct answers contained into document snippets and to associate them to frame attributes stored in a KG. FRAQUE has been integrated into a Dialogue Management System (DMS) as the question answering component of a chatbot, designed to give information about Italian Public Administrations. However, in-domain linguistic analysis and resources in FRAQUE are easily portable to other domains, thanks to its statistical components, such as word embeddings, adopted in the query expansion module. We evaluated FRAQUE in several real case scenarios obtaining encouraging results. The results calculated over the frames annotated with the TFD module reach an average MRR of 0.667, whereas FRAQUE reaches a 0.59 precision score in those questions not answered exploiting frames. Of course, there is still room for improvement, but if we consider only the cases where TFD performs well, FRAQUE reaches even higher results. By looking at these outcomes, we are led to believe that improving the TFD performances, the FRAQUE’s ones can be drastically improved as well.

In the near future we plan to compare the obtained results with those of available related systems, at least on the first of the scenarios detected, where document snippets are returned as answer. Moreover, further development of our work will focus on the conversion of FRAQUE thesaurus to open standards, such as the Resource Description Framework (RDF), with the consequent adaptation of FRAQUE modules to this data model. This could ease the application of FRAQUE on existing resources, as well as facilitate other frameworks to exploit FRAQUE in-domain thesaurus.
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Abstract

In this paper, we show the enhancing of the Demanded Skills Diagnosis (DiCoDe: Diagnóstico de Competencias Demandadas), a system developed by Mexico City’s Ministry of Labor and Employment Promotion (STyFE: Secretaría de Trabajo y Fomento del Empleo de la Ciudad de México) that seeks to reduce information asymmetries between job seekers and employers. The project uses web scraping techniques to retrieve job vacancies posted on private job portals on a daily basis and with the purpose of informing training and individual case management policies as well as labor market monitoring. For this purpose, a collaboration project between STyFE and the Language Engineering Group (GIL: Grupo de Ingeniería Lingüística) was established in order to enhance DiCoDe by applying NLP models and semantic analysis. By this collaboration, DiCoDe’s job vacancies system’s macro-structure and its geographic referencing at the city hall (municipality) level were improved. More specifically, dictionaries were created to identify demanded competencies, skills and abilities (CSA) and algorithms were developed for dynamic classifying of vacancies and identifying terms for searches on free text, in order to improve the results and processing time of queries.

Keywords: Language Technologies for Citizens, Job Search, Information Retrieval

1. Introduction: Context of the job search in Mexico City

Mexico City (CDMX) has about 9 million inhabitants and it is the most populous federative state and city in the country with 5,967 inhabitants per square kilometer density (INEGI, 2020). In the fourth quarter of 2019, there were 4.5 million economically active inhabitants, of which 230 thousand are unemployed. Among the latter, a third of them are young people (15-24 years old) and 38 percent of young adults (25-44 y.o.), implying that the majority of the unemployed are young job seekers in full productive age (STyFE, 2019). Beyond unemployment, high and pervasive informality work rates intensify labor market (LM) inefficiencies and reduce decent job opportunities. Informal employment is defined as all paid work that is not regulated or protected by legal frameworks (OIT, 2020). One of the main problems between LM demand (LMD, which are employers) and LM supply (LMS, which are job seekers) is information asymmetry that affects job search effectiveness (Hart, 1983). Identifying the job profiles and skills required by LMD and comparing them with those brought along by LMS is one of the key goals of this project. This requires great efforts in systematizing a variety of data sources (CVs, job vacancies, training programs’ contents, etc), among which the focus, so far, has been on LMD’s job vacancies posted online job portals.

2. DiCoDe: Demanded Skills Diagnosis Project

Information is a valuable asset in the job search process for LMD and for LMS. For both types of actors the quality and kind of information regarding vacancies, salaries, skills, competencies, among others, are crucial for an efficient allocation of the jobs available in the labor market (Stigler, 1962). In a context of great heterogeneity of both jobs and workers (and where none has all the information), lowering the costs of finding work to achieve a “good match” can have effects on productivity (Mortensen, 2011). On the other hand, achieving a good match between LMD and LMS can also result in wage segregation problems or access barriers for less qualified workers (David, 2001). Whereby, it is essential not only to facilitate an efficient assignment of positions but also to identify training lines in the most demanded skills so that more workers increase their chances of match.

In this context, DiCoDe arises as a system that tracks job vacancies that online job portals show for CDMX, downloading them in bulk and storing them systematically for subsequent analysis. In the Figure 1 we can see the amount of job offers published online in the year 2019-2020 in CDMX. To do so, DiCoDe uses two type of bots, one to index all urls that contain a vacancy and the second one to visit and download its information. This is then stored, preserving its main text structure (html headings) such as name of the vacancy, location, date of publication, salary offered, time
required, etc. Similar projects that take online job vacancies as a main source of information to analyze local labor markets have been developed in other countries of Latin America and the world (Altamirano et al., 2019; Amaral et al., 2018; Boselli et al., 2018). However, it is the first time that a project with these characteristics has been developed by the public sector in Mexico. It is important to emphasize that the DiCoDe System only uses data from vacancies offered online. Personal data of job applicants was not used for the system.

The main challenge is that each vacancy contains rich information, usually reported in an unstructured way (much of it in the "free text" section of each vacancy). Furthermore, employers use a variety of synonyms, ambiguous, redundant and imprecise language, which requires a detailed yet systematic NLP processing.

2.1. Collaboration academia and government

Faced with this challenge, STyFE contacted the Language Engineering Group (GIL) to find a solution based on the implementation of Language Technologies. The collaboration between academia and government allows the transfer of knowledge and technology for the benefit of citizens. The interdisciplinary work between the researchers and students of the GIL allowed the technological implementation to the challenge described.

We were asked to improve the performance of the DiCoDe system through the application of Language Technologies to: a) detect the macro-structure of job vacancies in CDMX and segment them by areas, b) improve the geographic location system by city hall, c) create dictionaries of the terms related to the competences, skills and abilities requested, d) obtain a classification of vacancies that allow structuring the database with categories reflecting CSA, e) improve the results and the processing time to perform text queries to the database.

3. Enhancing DiCoDe System

The enhancements imply the development of seven phases:
1) taxonomic information of job offers in CDMX, 2) design of a neural networks system to classify job offers, 3) implementation of an algorithm for improving the geographic location of the offers, 4) elaboration of a dictionary of vocabulary related to the topic, extracted form the data base, 5) building of a method based on regular expressions to automatically extract the features of the jobs, 6) implementation of dynamic filters for classification of offers, 7) identification of terms for free text searches.
3.1. Retrieving Taxonomic Information of job offers in CDMX

Determining the macro-structure of the set of job vacancies in CDMX is essential to know what types of occupations are offered to the inhabitants. A desk review suggests that some international occupational taxonomies (ISCO-08, 2012; SOC, 2018; ESCO, 2017) contain more occupations than actually apply in CDMX. Moreover, Mexico’s official classification system SINCO (Hernández, 2018), developed by the national statistics office (INEGI) and that had been used by STyFE since DiCoDe’s beginning, has the caveat that some occupational groups are not very frequent in the CDMX (e.g. coastal occupations, mining, etc), in addition, its classification system and vocabulary/jargon differs from the one used by LMD, or LMD does not post some type of occupations in job portals (e.g. fishermen).

The solution was to use the taxonomy of the Bumeran (Bumeran, 2020) job portal which groups 146 types of occupations into 23 main areas. The macro-structure of this site is built on the offers that employers publish with the geographical label “CDMX”, therefore it represents the diversity of job vacancies found online.

This macro-structure of 23 categories grouping 146 types of occupations is an input for automatically classifying vacancies using a supervised learning algorithm. In the entry, the algorithm receives as input a set of job offers labeled with the categories of the Bumeran portal.

3.2. Neural Networks to classify job offers

We use a supervised learning approach with neural networks, using an LSTM architecture to build a job offers classifier based on the 23 classes mentioned above. These classes are: sales, human resources, technology, trades, administration, health, call center, legal, engineering, design, logistics, insurance, gastronomy, communication, secretary, finance, foreign trade, construction, marketing, production, education, management and mining.

### 3.2.1. Dataset

In order to train the classifier, we use a dataset with 979,956 examples, each one containing a job offer description text and its corresponding label. In Table 1, we show the details of the dataset:

<table>
<thead>
<tr>
<th>Label</th>
<th>number of examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>124,349</td>
</tr>
<tr>
<td>Call center</td>
<td>152,820</td>
</tr>
<tr>
<td>Foreign trade</td>
<td>3,387</td>
</tr>
<tr>
<td>Communication</td>
<td>6,865</td>
</tr>
<tr>
<td>Construction</td>
<td>8,960</td>
</tr>
<tr>
<td>Design</td>
<td>9,897</td>
</tr>
<tr>
<td>Education</td>
<td>8,695</td>
</tr>
<tr>
<td>Financing</td>
<td>21,984</td>
</tr>
<tr>
<td>Gastronomy</td>
<td>20,995</td>
</tr>
<tr>
<td>Management</td>
<td>6,491</td>
</tr>
<tr>
<td>Engineering</td>
<td>14,521</td>
</tr>
<tr>
<td>Legal</td>
<td>10,004</td>
</tr>
<tr>
<td>Logistics</td>
<td>36,993</td>
</tr>
<tr>
<td>Marketing</td>
<td>31,519</td>
</tr>
<tr>
<td>Mining</td>
<td>635</td>
</tr>
<tr>
<td>Trades</td>
<td>56,931</td>
</tr>
<tr>
<td>Production</td>
<td>14,884</td>
</tr>
<tr>
<td>Human Resources</td>
<td>35,145</td>
</tr>
<tr>
<td>Health</td>
<td>21,501</td>
</tr>
<tr>
<td>Secretary</td>
<td>18,121</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.9</td>
</tr>
<tr>
<td>Technology</td>
<td>87,105</td>
</tr>
<tr>
<td>Sales</td>
<td>277,197</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>979,956</strong></td>
</tr>
</tbody>
</table>

Table 1: Dataset details

![Figure 3: Neural network architecture](image)

- **Embedding layer:** It generates vector representations of words that capture semantic information from them.
- **Dropout layer:** Set randomly a fraction of the input units to zero in each update during model training to avoid its overfitting.
- **LSTM layer:** This layer allows the neural network to learn long-term dependencies.
- **Dense layer:** This layer performs the activation function of the neural network, in this case, a softmax function.

Results are presented in Tables 2 and 3.
### 3.2.4. Comparison experiments

Several experiments were carried out using different approaches in order to compare these results with the results from our proposed solution using F1-score as a metric evaluation. For all the experiments, we apply the same text preprocessing steps described in section 3.2.2.

### 3.2.5. Comparison results

In this section, we briefly describe the experiments and show the obtained results.

- **FastText**: This is a library created by Facebook, which is based on the Bag of Words model and it was improved using multilayer neural networks-based classifiers (Montañes Salas et al., 2017). Results obtained with FastText are shown in Table 4.

- **Traditional machine learning algorithms**: The performance of the job offers classifier was tested using the following algorithms: Support Vector Machine (SVM), Naive-bayes (NB), logistic regression (LR) and random forest (RF). Results obtained in these experiments are shown in Table 5.

#### Table 2: Neural Network Results

<table>
<thead>
<tr>
<th>Label</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>24951</td>
</tr>
<tr>
<td>Call center</td>
<td>0.90</td>
<td>0.93</td>
<td>0.92</td>
<td>30578</td>
</tr>
<tr>
<td>Foreign trade</td>
<td>0.93</td>
<td>0.88</td>
<td>0.90</td>
<td>716</td>
</tr>
<tr>
<td>Communication</td>
<td>0.88</td>
<td>0.77</td>
<td>0.82</td>
<td>1396</td>
</tr>
<tr>
<td>Construction</td>
<td>0.94</td>
<td>0.92</td>
<td>0.93</td>
<td>1740</td>
</tr>
<tr>
<td>Design</td>
<td>0.96</td>
<td>0.93</td>
<td>0.94</td>
<td>2001</td>
</tr>
<tr>
<td>Education</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td>1682</td>
</tr>
<tr>
<td>Financing</td>
<td>0.93</td>
<td>0.89</td>
<td>0.91</td>
<td>4396</td>
</tr>
<tr>
<td>Gastronomy</td>
<td>0.82</td>
<td>0.94</td>
<td>0.93</td>
<td>4313</td>
</tr>
<tr>
<td>Management</td>
<td>0.94</td>
<td>0.92</td>
<td>0.98</td>
<td>1321</td>
</tr>
<tr>
<td>Engineering</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>2073</td>
</tr>
<tr>
<td>Legal</td>
<td>0.89</td>
<td>0.95</td>
<td>0.92</td>
<td>2019</td>
</tr>
<tr>
<td>Logistics</td>
<td>0.92</td>
<td>0.95</td>
<td>0.94</td>
<td>7380</td>
</tr>
<tr>
<td>Marketing</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>6372</td>
</tr>
<tr>
<td>Mining</td>
<td>0.86</td>
<td>0.89</td>
<td>0.87</td>
<td>133</td>
</tr>
<tr>
<td>Trades</td>
<td>0.91</td>
<td>0.86</td>
<td>0.89</td>
<td>11331</td>
</tr>
<tr>
<td>Production</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
<td>2943</td>
</tr>
<tr>
<td>Human Resources</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>6945</td>
</tr>
<tr>
<td>Health</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td>4316</td>
</tr>
<tr>
<td>Secretary</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>3645</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>2230</td>
</tr>
<tr>
<td>Technology</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td>17537</td>
</tr>
<tr>
<td>Sales</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>55174</td>
</tr>
</tbody>
</table>

#### Table 3: Neural Network Results (approaches)

<table>
<thead>
<tr>
<th>Approach</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross Entropy</td>
<td>0.2399</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9272</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9437</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9163</td>
</tr>
<tr>
<td>F1 measure</td>
<td>0.9298</td>
</tr>
</tbody>
</table>

#### Table 4: FastText results

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.65</td>
<td>0.62</td>
<td>0.43</td>
<td>0.48</td>
</tr>
<tr>
<td>NB</td>
<td>0.49</td>
<td>0.32</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>LR</td>
<td>0.61</td>
<td>0.53</td>
<td>0.40</td>
<td>0.44</td>
</tr>
<tr>
<td>RF</td>
<td>0.58</td>
<td>0.66</td>
<td>0.29</td>
<td>0.36</td>
</tr>
</tbody>
</table>

#### Table 5: Traditional machine learning algorithm results

### 3.3. Improving the geographic location system

With the objective of geographically locating vacancies by city hall, we developed an algorithm to improve the geographic classification of job vacancies at the city hall level by tracking geographical elements that appear in the column of ‘area’ in the vacancy database. For this activity it was first necessary to conduct a study on CDMX’s territorial demarcations. With this information a dictionary has been developed that has served as the basis for the algorithm design.

The denominations of each of the 16 different territorial demarcations of Mexico City have variants in everyday use. Among these variants can be cases of acronyms, abbreviations and apocopes.

To search for words that could be related to the city hall’s offices, a dictionary composed of two elements was built:

1. A list of colonias (city halls’ subdivisions) and neighborhoods with their zip codes.
2. A list composed of the different denominations of CDMX’s city hall.

The algorithm uses the dictionary of colonias, neighborhoods and city halls. The dictionary searches the area within DiCoDe’s database for each of the items in the dictionary and returns the city hall where it is when there are
coincidences. As a result the algorithm produces a file with the original fields plus that of the city hall’s containing the algorithm’s findings. Job offers that offer vacancies in different locations are treated as separate offers by location. In Figure 4 we can see the result of the application of the algorithm, which allows us to know the number of vacancies published online in each city hall.

Figure 4: Vacancy number per City Hall (Map generated by DiCoDe System)

3.4. Extracting related vocabulary: competences, skills and abilities

The web portals that publish the job vacancies allow LMD actors to use a “free text” space for describing job duties, relevant skills, etc. In this field the specific requirements of the vacancy are detailed, without any restriction, so that each LMD actor writes the information differently, without following a preset template. Therefore, the names and distribution of the demanded CHD varies, resulting in the concepts being ambiguous and used interchangeably, so they are usually grouped into different items.

To enhance DiCoDe’s robustness, Natural Language Processing (NLP) models are applied. To that purpose, the information found in each vacancy is classified into pre-established categories using a dictionary containing the competences, skills, and abilities, that was created ad-hoc to perform this task. It was constructed using the information found on the online job portals.

To this end, some basic concepts were defined in a first step: the dictionary, a semantic field and grammar. Then, the terms used by the OECD and the ILO on competence, dexterity, skill, requirement and capacity were revised, which allowed us to begin extracting dictionary entries. From here the categories were refined, which ended up being defined as follows:

- **Competence / skill**: Knowledge of a specific activity or knowledge that encompasses both theory and practice and allows executing tasks. Ability to easily and accurately perform the tasks of an occupation that require physical movements.
- **Requirement**: Competence, aptitude, knowledge or characteristic requested by an employer. It is generally a mandatory and a verifiable attribute and lacking it reduces the probability of getting the job.
- **Capacity**: Cognitive process related to information management, accessible when carrying out a work task.
- **Experience**: Practice acquired from the exercise of an activity during a certain period of time.
- **Function**: Activity that a person performs within a job.

In this way, the final categories, their definitions and the analysis of semantic features allowed the concrete and real determination of what Mexican employers consider when referring to each of the categories.

3.5. Sorting job offers to structure the database

At this stage we perform a class and category detection algorithm through the search for patterns in the free text of job vacancies. For this activity we mainly use regular expressions. In NLP tasks the use of regular expressions for the patterns’ detection in text is very frequent for subsequent analysis and treatment. The extraction of information is the process of locating portions of a text given that they contain information relevant to the needs of a user and provide such information in a manner appropriate to their process.

To enhance DiCoDe’s efficiency and accelerate its classification process we have decided to use regular expressions in Perl 6.0, which contains a standardized and standard set of regular expressions, quite powerful and easy to understand. We decided to implement our solution in Perl’s modules, because it’s open source, free and portable.

- **ID** Job offer identifier (unique sequential integer)
- **GENDER** Requested gender: male | female | indistinct, if it exists
- **SALARY** Salary offered (if any)
- **AGE** Required age (if any)
- **HOURS** Working hours: in hours, full-time | part-time, days of the week
- **SCHEDULE** Field that sometimes contains additional salary information, schedule
- **DEDICATION** Field that sometimes informs about full time, part time, etc.
- **TEXT** Field that contains the information of the company and the offer, if it exists.

For the extraction of the fields corresponding to competence / ability, capacity, experience, requirements and functions a python program was used in which the following process applies:
• Preprocessing of the text: the free text corresponding to job offers is put into lowercase, accents are removed with the aim of avoiding repetitions of words and possible writing errors and vacancies are rearranged in a line.
• Search of fields of interest: from a collection of regular expressions, the areas mentioned above are searched in the previously processed text, these are: competence / ability, capacity, experience, requirements and functions.
• Writing output file: once the fields of interest are extracted from the free text of the offers, they are stored in a csv file with the following columns: text, competence / skill, ability, experience, requirements and functions.

3.6. Dynamic vacancy classification
We perform a filtering algorithm that allows a dynamic classification of job vacancies, creating a structured database for DiCoDe. The algorithm allows identifying those fields mentioned above.
To carry out the above, the following is done:
1. Take the first of the variables and display a list with the different elements it contains numbered by their respective indexes.
2. Ask the user to indicate the number of items he wants to take, from the list displayed, to add to the filter.
3. Based on the number of items selected by the user, you are asked to add the index number of the first item, of the subsequent ones.
4. The console takes the following variable and will display a list with the different elements it contains numbered by their respective indexes.
5. The process is repeated until the filters are created for all the variables
6. Finally, indicate the number of vacancies selected with the filters and the base where they were stored.

3.7. Identification of terms for free text searches
We build an algorithm for identification of terms for free text searches on job offers present in the DiCoDe database. The developed algorithm allows to obtain all those requirements belonging to an area of the macro-taxonomy used for the classification of job offers; This means that it is possible to look for the competences, desired experience, requirements, functions to perform, requested sex, age range and salary belonging to a certain area.
The algorithm receives as input two things: the area on which the search will be conducted and a database where an initial filtering will be carried out to obtain only the job offers that correspond to the area of interest.
Then the values for the columns of sex, salary, age, schedule, competence / ability, ability, experience, requirements and functions of each job offer belonging to the area of interest are obtained, and adds them to a list where there are no repeated elements.
Finally, a file in a standard .xlsx format is returned that contains the values of sex, salary, age, schedule, competence / ability, ability, experience, requirements and functions of each offer in the selected area.

4. Conclusion and perspectives
By tracking and analyzing vacancies posted on job portals, DiCoDe promises to contribute to evidence-based policy making, specially those aspects regarding training and skills development. To that end, the collaboration between STyFE and GIL has led to fruitful preliminary results. The classification task approached with a neural network has retrieved very satisfactory results with 1,000,000 records and 23 classes, taken from one of the portals.
Preliminary results also suggest that this methodology can be easily adaptable to classify vacancies to both other macro-structures and to other geographical areas beyond CDMX. These results have contribute to reduce computing time that, given an accumulated stock of about 5.6 million vacancies, has proven crucial. Moreover, the developed methodology and algorithms not only contribute to overcome the challenges faced by DiCoDe but also to extend some of the know-how to other activities undertaken by STyFE.
An appropriate evaluation should be performed to test both efficiency and correctness of classifications into macro-structures and CSA categories, while also robustness and sensitivity analysis to varying inputs is also pending.
With the implementation of language technologies on the job vacancies data, DiCoDe is expected to reduce information asymmetries in different analytical categories (occupation types, CSA, etc) thereby making information more accessible to job seekers, employers and other actors, including STyFE itself. In this sense, it is expected to foster a more efficient job search and match, while also allowing an enhanced identification of training needs to allow, for more equitable job placement opportunities, inter alia.
It could be interesting in the future to implement hybrid strategies in order to make a best match between the job vacancies and candidates (Kessler et al., 2012).
Finally, we also contemplate in the future the use of Automatic Text Summarization techniques, which could generate relevant syntheses (groups) of groups of job vacancies (Torres-Moreno, 2014).
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Abstract
We present the Data4Impact (D4I) platform, a novel end-to-end system for evidence-based, timely and accurate monitoring and evaluation of research and innovation (R&I) activities. Using the latest technological advances in Human Language Technology (HLT) and our data-driven methodology, we build a novel set of indicators in order to track funded projects and their impact on science, the economy and the society as a whole, during and after the project life-cycle. We develop our methodology by targeting Health-related EC projects from 2007 to 2019 to produce solutions that meet the needs of stakeholders (mainly policy-makers and research funders). Various D4I text analytics workflows process datasets and their metadata, extract valuable insights and estimate intermediate results and metrics, culminating in a set of robust indicators that the users can interact with through our dashboard, the D4I Monitor (available at monitor.data4impact.eu). Therefore, our approach, which can be generalized to different contexts, is multidimensional (technology, tools, indicators, dashboard) and the resulting system can provide an innovative solution for public administrators in their policy-making needs related to RDI funding allocation.

Keywords: HLT, NLP, RDI, impact evaluation, policy-making, public administration

1. Monitoring, Evaluation & Policy-making in R&I Activities

As the number of programmes available for financing Research & Innovation (R&I) activities has been growing, so has the need to update the monitoring and evaluation of such activities. Traditional assessment systems are costly, rely disproportionately on the self-declared performance from project participants, and limit the relevant evaluation period to the project’s lifetime.

Moreover, the accurate assessment of awarded R&I projects is essential for future policy-making. Answers to questions such as:

“What lessons can be learned from past projects? Which research areas are emerging? How much have I, as a funder, invested in those areas compared to other funders, and how “crowded” are they? What “type” of projects create innovations that reach the market quickly? Which companies are still innovating in the same field that they received funding for? Which organisations play a key role in the diffusion of technology? What are the most important research communities and how are they spread out across countries and sectors? What are the characteristics of projects whose outputs reach the average person faster? What issues do people care about?”

among others, are key in understanding the potential impact of R&I activities, allow for evidence-based policy-making and, in principle, for an “optimal” allocation of funding resources.

In fact, there is a wide range of research on the different possible R&I impact avenues and their estimation techniques, the most established of which comes from scientometrics. Nevertheless, technological advancements in the areas of HLT have brought forth the capabilities to update these traditionally-used tools and significantly augment our approach with more varied sources of data and frontier technologies.

There is, thus, an opportunity to build monitoring systems that are, to a large extent, automated and offer accurate, timely, granular and multidimensional estimates of the performance of R&I activities and their effects on the society at large. This is the mission of the Data4Impact (hereafter D4I) platform, which we present in this showcase.

There is limited literature on evidence-based end-to-end systems. STAR metrics (Largent and Lane, 2012) is a US infrastructure that tracks a wide range of administrative and other data to analyze input, output and outcomes of federal R&D investments. Corpus Viewer (Pérez-Fernández et al., 2019), a Spanish initiative, uses HLT technologies on text and metadata (mainly from patents, scientific publications and grant proposals) to build indicators for policy evaluation, and additionally offers tools for policy implementation and identification of cases of double funding and fraud in proposals.

Although complementary to the D4I approach, there are several differences among the three systems; the most prominent being the sources and coverage of indicators. In fact, to the best of our knowledge, our platform is the only one that offers a holistic approach and at this level of breadth, supporting indicators from input to the different possible dimensions of impact.

Using HLT and other methodologies, we extract pertinent information from project reports, publications, patents,
company websites, policy documents (clinical guidelines), products (drugs) and traditional and social media and link them across different entities (projects, topics, countries, funders, and so on). This results in a rich database of analytics and indicators that can be “sliced” across different dimensions according to the needs of the policy-makers and other stakeholders.

Moreover, our platform accommodates the D4I Monitor, a BI tool that allows us to map a complex set of methodologies and analytics onto a user-friendly dashboard with interactive visualizations of indicators and customization capabilities.

In Section 2, we briefly describe the datasets, methodology and resulting indicators of the workflows of the D4I end-to-end platform, and proceed, in Section 3, to present the dashboard. In Section 4, we conclude.

2. D4I Processing Workflows & Indicators

Data4Impact is a Horizon 2020 project aimed at addressing the mission described in the Introduction. Namely, we built end-to-end workflows that use the latest technologies in Machine/Deep Learning to create a novel and rich set of indicators that are granular, timely and track a funded project’s performance and its impact, well after the end of its life-cycle.

We broke down the monitoring needs of a project into five stages: input, throughput/output (during/at the end of the project) and academic, economic and societal impact (mostly after the end of the project capturing its mid- and long-term impact). We developed our methodology by focusing on EC projects in health and health-related fields in FP7 and H2020 programmes. Importantly, experts in the particular sector guided us to the right data sources for identifying the input-to-impact story. Our approach is generalizable to other policy areas, conditioned upon the human-in-the-loop process to guarantee good coverage of impact scenarios.

2.1. Projects

In order to track the input-to-impact process across projects, we start by examining the textual content of project-related documents (associated call, proposal, reports, deliverables, publications and patents created in the context of the project, and so on). We use a wealth of NLP methods in the steps of our workflows.

First, we segment the content of project reports and publication abstracts (i.e., using its rhetorical structure) and isolate the sections and publication zones that relate to the contributions, results and impact of each project and research team. Next, we conduct entity recognition and keyterm extraction using SGRank (Danesh et al., 2015) to help define the work conducted and subject matter of each document, and to build graphs that depict the correlations between entities. This allows us to explore spatial/temporal trends and patterns across projects. Further, we apply our innovation extraction framework that annotates innovation statements into a pre-defined set of domain-independent (e.g., publication, patent, employment), domain-related (e.g., device, diagnostic tool) and domain-dependent (e.g., drug, treatment, clinical trial) insights.

Moreover, it is important to note that disease mentions along with MeSH terms and other established disease classification schemes, like the ICD, are leveraged to automatically classify projects according to research areas. Additionally, and with the objective to provide multidimensional KPI analytics, metadata are taken into account. Specifically, financial data about the cost of each project along with the budget distribution per participant are considered. Moreover, data relevant to each organisation participating in the project, such as the country it is based and its type, i.e., whether it is a research organisation, a university or a company, is gathered and leveraged to construct collaboration networks that help quantify the collaboration and diffusion of technology (using different centrality measures) between the beneficiaries. Merging this work with the extracted data analytics and classification enable us to create a wealth of indicators that can be compared across different types of entities such as funders, time, participating organisations, etc.

To track the evolution of innovations and measure the impact of projects past their life-cycle, we target different data sources. First, we measure the technological value of patents produced in projects by counting their forward and backward citations, and the technological value of publications by examining how many patents cite them.

Second, to build economic impact indicators we crawl the websites of the private-for-profit beneficiaries in the projects. We apply our NLP workflows and pipelines as described above, adapted to the task, isolate their current innovation activities and outputs, and quantitatively relate them to those produced in the context of their EC projects. In particular, we propose a novel method to proxy the commercialization of projects’ innovations by the companies, the uptake score, by creating a graph semantically linking the keyterms from the three types of documents (project reports, publications, company websites).

Third, to examine the societal impact of projects, we collect policy documents (clinical guidelines), clinical trials and data related to drugs linked to projects. We analyse the contextual fragments related to cited references and other extracted data to construct indicators that measure the reach of the project innovations to the society via generating health-related impact.

---

1 Under development and available at monitor.data4impact.eu.  
2 cordis.europa.eu/project/id/770531

---

I.e., the number of patents a particular patents cites, vs. the number of patents that cite the particular patent.
2.2. Topics

Understanding the need of policy-makers to assess the input-to-impact process also from a “bird’s eye” view, we worked on the training and development of topic models. The Multi-View Topic Modelling framework consists of several components targeting information extraction, semantic annotation and, most importantly, automated multi-dimensional analysis based on an innovative multi-view probabilistic topic modelling engine (Metaxas and Ioannidis, 2017). We took a large sample of health-related research and used this bottom up approach to divide the field into topics that were manually validated and labeled by a field expert, and placed into generic, major categories. The output of the topic modelling algorithm also provides us with project-topic associations. This allows us to connect all the project-level data, and the previously-described indicators, with their topic distribution. It is also the key in the construction of “non-traditional” academic impact indicators that measure the timeliness, investment potential and exclusivity of research funding, amongst other variables, by comparing the strength of a topic (research volume) across different funders and the entire (academic) health domain. Further, the richness of the topic modelling output, together with the metadata available, allow us to create topic-based similarity indicators that enable us to compare different entities (e.g., countries) according to the topic distribution of their research output.

Lastly, to expand our analysis of societal-level indicators, we pick a subset of “essential” topics (determined using project extracted innovations and the insight of a field expert), and performed relevant searches on traditional and social media.

In particular, we gauge the societal relevance of these topics, by creating indicators based on their media buzz as well as on different characteristics of twitter conversations related to them. The latter is also augmented with visualizations that depict the evolution of twitter discussions. (Lorentzen et al., 2019).

2.3. The Input-to-Impact Story

This rich set of metrics and indicators is thus supported by establishing links among different types of entities at a granular level. First, by aggregating hierarchically upwards we can examine R&I activities and their impact at the Project, Call, Programme and Funder (e.g., the EC) level.² Second, using the project metadata we can refine the results further and filter them for particular organizations (beneficiaries), countries and over time.

Moreover, we are also able to track R&I activities from input to impact at the very fine level of the topic (or aggregated to a major category or the entire health field). This offers a different view of monitoring that is well-suited for comparisons across different entities as it abstracts from the programmatic structure of funding schemes, and can also offer a rich and novel set of indicators that rely on topics and their characteristics. Further, through the project-topic associations, topic-based indicators can be also refined and examined for particular organizations (other funders or project participants), countries and over time.

Therefore, one of the strengths of the D4I indicators, and the underlying workflows, lies on the fact that the input-to-impact story of R&I activities can be unfolded in two ways: via projects or via topics (and the entities hierarchically above each).

Lastly, these novel indicators, in combination with traditionally used ones, can provide policy-makers with the quantitative information needed to conduct an in-depth and well-rounded assessment of various investment/funding opportunities by examining the correlations of metrics and project characteristics across different project stages. In other words, these indicators can be used in a statistical analysis not only to answer such questions as the ones presented in Section 1, but also to formally show the interplay among them.³

3. D4I Monitor

Given the complexity of the processing workflows and the various data sources, and in order to maximize the reach of the newly developed indicators, it is essential to create a flexible and user-friendly dashboard in order to communicate the results to policy-makers. This is the starting point of the D4I Monitor.

The D4I Monitor is an end-to-end Business Intelligence data and visualization tool that can be integrated to third-party platforms. It consolidates the outputs of the different modules of the D4I platform and allows policy operators to interact with and download visualizations and indicators for each of the five stages of input-to-impact described above.

³As a simple example, one can examine if funding research on emerging topics could also mean contributing in the creation of innovations that not only reach the market quickly but also are successful, in the sense of people knowing and using them.
We organise the data on the dashboard to fit the needs of our stakeholders. In particular, a user can view a report, i.e., a series of visualizations displayed over five input-to-impact tabs, by first selecting either a topic (or major category, or field), or an item from their portfolio (Search Bar in Figure 2). The latter is populated with projects, calls, programmes and organisations that the user selects, conditioned on data access rights (Figure 3).

In order to use all pertinent data we have available, at the topic search, we match the word typed by a user not only to the name of a topic, but also to the associated keywords/phrases from the topic models and rank topics by quality of match using the corresponding keyword weights. As an example, Figure 4 displays the results that come up after searching for the keyword “malaria.”

Once a particular entity is selected and the report is displayed, the user can take advantage of our multidimensional analysis by filtering the entire report further by the country, participating organisation or time range of interest (Figure 5).

In the report itself, each interactive visualization presents the values of one or more indicators. A user can filter for particular entities and hover to view values of interest. There is the option to download the entire report in PDF and each visualization separately in PNG (the filtered/zoomed-in image), and the data behind it in CSV or JSON file formats (Figure 6).

Further features are being built so that the dashboard can meet the requirements of a go-to monitoring tool for R&I activities. In particular, users will be able to save and monitor different entities, receive updates, and request to have their own data analyzed and the results uploaded on the platform (Side Bar in Figure 2). In addition, the D4I Monitor is flexibly built so that it can accommodate more fields and indicators.

There are currently pilot studies underway, most recently with policy-makers working on rare diseases, to continue...
the improvement of the dashboard, the indicators and the underlying technologies.

4. Conclusion

In summary, the D4I platform brings together the information from a variety of sources and applies state-of-the-art methods to derive meaningful, timely and reproducible indicators linked across different entities. The developed end-to-end system allows stakeholders to monitor and evaluate their funding schemes and conduct data-driven policy-making. Our end-product, the D4I Monitor, is a user-friendly and agile platform that warrants ease of access of the results to policy-makers and guarantees the continued improvement of their policies.
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Abstract
The Austrian Language Resource Portal (Sprachressourcenportal Österreichs) is Austria’s central platform for language resources in the area of public administration. It focuses on language resources in the Austrian variety of the German language. As a product of the cooperation between a public administration body and a university, the Portal contains various language resources (terminological resources in the public administration domain, a language guide, named entities based on open public data, translation memories, etc.). German is a pluricentric language that considerably varies in the domain of public administration due to different public administration systems. Therefore, the Austrian Language Resource Portal stresses the importance of language resources specific to a language variety, thus paving the way for the re-use of variety-specific language data for human language technology, such as machine translation training, for the Austrian standard variety.
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1. Introduction
The Austrian Language Resource Portal (Sprachressourcenportal Österreichs, sprachressourcen.at) is Austria’s central platform for language resources in the area of public administration. It focuses on language resources in the Austrian variety of the German language and provides language aids to enable communication about public administration on a national and European level in English. The Austrian Language Resource Portal aims at offering a sustainable and extendable platform for the provision of both human-readable and machine-readable language resources for multilingual communication on public administration, and language technologies tailored to the Austrian variety of the German language, such as machine translation engines. The main target groups consist of public administration staff, translators, interpreters and the public. The Portal is the tangible result of a long-term cooperation between the Austrian Armed Forces Language Institute as part of the Austrian public administration and the Centre for Translation Studies of the University of Vienna. The language resources that are made available via the Portal are the product of a cooperation between governmental translators and terminologists and scholars from the field of translation and terminology studies.

Before elaborating on the contents of the Austrian Language Resource Portal, it is important to illustrate the significance of an individual language resource portal for the Austrian variety of the German language.

2. The Austrian Variety of the German Language
German is considered to be a pluricentric language, “i.e. a language with several interacting centers, each providing a national variety with at least some of its own (codified) norms” (Clyne, 1995: 20). In the localization industry, there is a similar notion of a locale, i.e. a group of characteristics, information or rules related to linguistic, cultural, domain-specific and geographic conventions in a target group (DIN ISO 18587:2018). These conventions differ between the locales.

2.1 German as a Pluricentric Language
German as a pluricentric language has three standard varieties (Schmidlin, 2011), with Austrian German being one of the three codified standard forms (German, Austrian, Swiss) and, therefore, a diatopic variety.

German is the (co-)official language in seven countries or parts of European countries (Austria, Belgium, Germany, Italy, Liechtenstein, Luxembourg, and Switzerland). The Austrian variety of the German language differs in several respects from other varieties of German (Wiesinger, 1988), whereas lexical differences are the most pronounced and obvious ones. In several cases, words have the same meaning in Germany and Austria, but in Austria these words have an additional meaning as well. If lexical items are unique to Austria, they are called Austriacisms. Other differences between the German and Austrian standard varieties, in addition to the lexical ones, include pronunciation, the grammatical gender of nouns (e.g. ‘the yoghurt’, which has a masculine gender in the German variety “der Joghurt” and a neuter gender in the Austrian (and Swiss) variety “das Joghurt”) or the use of tenses or prepositions (Wiesinger, 1996).

Before Austria joined the European Union, language and language identity were at the center of a public debate. This resulted in an additional document to Austria’s accession treaty (Protocol no.10) that lists 23 Austrian expressions for food (e.g. Topfen, Marille) that must be used in the EU legislation. Although the goal of this list seems to be mainly to address the concerns of the population before joining the EU (de Cillia & Wodak, 2002), it is still significant as it is the only EU contract document granting a special status to a language variety in the EU.

2.2 Language-variety-specific Terminology
Terminology may also be different between language varieties. This may cause misunderstandings due to diverging concepts of a term. Examples for the German language are, among others, food terminology (Schmidlin 2011) and legal and administrative terminology (Wissik
The diversity in administrative and legal terminology arises from different legal systems (de Groot, 1999). Therefore, the (terminological) difference between the Austrian and German language variety of German is more than a word list, i.e. the list of Austrianisms, which was demanded by Austria during its accession to the European Union (Schreiber, 2002; Markhardt 2002; EU 1995). Major misunderstandings may, of course, originate from terminology, but these two standard varieties also differ with regard to syntax, grammar, morphology, etc. (Wiesinger, 1996).

In the domain of public administration, misunderstandings between speakers of different German varieties may arise since the related terms refer to different administration systems. These include terms such as Magistrat, Bezirk, Landeshauptmann or Landeshauptfrau, Bezirksinspektor (Heinisch, 2020). The terms Landeshauptmann or Landeshauptfrau are used in Austria (and some parts of Italy), but are not used in Germany or Switzerland to refer to the head of a Bundesland (provincial government). Another example is the German translation of the term district. If it is translated as Kreis, it rather refers to the German administrative subdivision. Misunderstandings may arise if (Austrian) readers are not aware of the meaning of Kreis since they may be rather used to Bezirk.

3. The Portal

The Austrian Language Resource Portal understands itself as a user-oriented catalog for the Austrian variety of the German language in the public administration domain. It does not replace existing language resource repositories but presents language resources (LRs) and language technologies (LTs) specific to the Austrian variety of the German language. Here, the usability for the target group of public administration staff, translators, interpreters and terminologists and the aim of increasing the visibility of the Austrian language variety are key. Moreover, it presents the results of various LR and LT projects related to the Austrian German variety on one portal.

The primary users are specialized translators and staff working with the Austrian public administration who communicate in German, and (occasionally) also in English. In addition, the Portal caters to LT developers and natural language processing (NLP) researchers in need for terminological datasets in this domain.

The Austrian Language Resource Portal contains the following language resources and technologies in the area of Austrian public administration and related information:

3.1 Public Administration Terminology

Terminology is an important language resource. Therefore, a crucial component of the Austrian Language Resource Portal is a bilingual terminological database containing terminology used in public administration in Austria. The terminological resource entitled Fachglossar Österreichische Verwaltung, Deutsch – Englisch (glossary of public administration) covers terminology in this domain in German and English. It contains terminology from the areas of Austrian public law, legislation and executive authorities. It is aimed at providing a terminological resource targeted at language professionals, such as translators and interpreters. Since it is tailored to the peculiarities of the Austrian public administration system, the bilingual terminological resource is aimed at offering internationally comprehensible and transparent English terms since there is hardly equivalence of concepts.

The terminology is standardized by an informal working group of translators and terminologists employed with the Austrian federal ministries (Arbeitsgruppe Gouvernementale Übersetzungs- und Terminologiedienste, ARG GUT). These governmental translators and terminologists joined forces to exchange experiences and create language resources under the aegis of the Austrian Armed Forces Language Institute, such as the glossary of public administration, which is available in different human-readable and machine-readable formats, such as .pdf, .csv or .tbx. The work on the terminological resource also revealed inter-ministerial terminological differences such as those related to internal divisions and subdivisions. Therefore, a prescriptive approach was adopted. This bilingual glossary contains 696 entries covering administrative bodies and institutions in Austria, as well as administrative procedures and processes.

3.1.1 Collection of Variety-specific Language Resources for Machine Translation Training

A collection of language resources in the public administration domain for the Austrian variety of German on the Portal stems from the EU Council Presidency Translator project. The EU Council Presidency Translator is a neural machine translation (NMT) system developed, among others, for the trio presidency in 2017 and 2018, i.e. the EU Council Presidencies of Estonia (translate2017.eu), Bulgaria and Austria (translate2018.eu).

For the Austrian Council Presidency in 2018, the system was geared towards texts related to the Presidency domains, thereby specializing in the language directions German-English and English-German. The neural machine translation system was targeted at EU Council Presidency staff, journalists, translators, delegates and visitors. For the Austrian Presidency, the objective was the creation of customized machine translation (MT) engines for the English and Austrian German language pair with a focus on domains and text types related to the work program of the EU Council Presidency.

For the training of the EU Council Presidency Translator for Austria, the following categories of data were collected and are available through the Portal:

1. Austria-related named entities (names of municipalities, names of politicians, common first names and last names of people, etc.) were collected and compiled from Open Data (common names and geographical names), Wikimedia (names of stock companies) and manually compiled (names of politicians, Austrian newspapers, etc.) (15,000 named entities).

The Austrian Open Data Portal (www.data.gv.at) proved to be a useful resource containing data such as named entities (municipalities, regions, common first and last names, etc.). Although the Austrian Open Data Portal listed a rather large amount of language resources, several of these language resources required further processing due to the file formats used, e.g. PDF.

2. German-English parallel data containing news and statements (press releases, interviews and Common Foreign and Security Policy statements) in German and English by the Presidency of the Council of the EU held by Austria in 2006, aligned with HunAlign, a language-independent sentence aligner (Varga et al, 2005) and
manually evaluated by two evaluators (4,973 translation units in .tmx format).

3. Austria-related named entities and terminology related to the topics of the trio presidency was created by the University of Vienna by crawling, extracting and compiling content from Wikipedia (71,000 terms, .txt format).

4. Additionally, a German-English terminological database of the core Austrian administrative terminology outlined in 3.1 was used for the purpose of MT training (1,400 terms). When collecting these Austrian-German-specific LRs, the major obstacles were not the lack of relevant data, but the rather restrictive usage rights and legal uncertainties related to crawling, collecting, sharing and using the language data. For this reason, the following data are not part of the Portal, although collected and deemed useful for MT training and other NLP applications:

For the news domain covering Austria, two monolingual corpora were compiled. The Austrian German news corpus (2.3 M segments) was compiled from news gathered by focusing crawling of all major Austrian daily broadsheets, and press releases from major news and media outlets produced in Austria. For the English news, several sub-corpora were compiled (2.3 M segments) by focused crawling of news and media platforms in Austria, in Germany and at the European level on the topic “Austria”.

For the EU Council Presidency domain and its main topics, monolingual and parallel corpora were compiled. A monolingual Austrian German corpus was compiled by focused crawling of websites of relevant public entities. The corpus for training the EU Council Presidency Translator contained a large amount of texts produced in Austria. This is in contrast to eTranslation, the European Commission’s machine translation system (for German), which is mainly trained with LRs from Germany. This is also illustrated by the large amount of LRs provided by Germany in ELRC-SHARE (elrc-share.eu/repository), which makes accessible openly licensed LRs that are used for the training of the eTranslation engines.

Our data collection efforts showed that there is a certain number of language resources, which are available to be implemented in language technology applications available for the Austrian German variety in the public administration domain. These resources had to be pre-processed in order to make them suitable for further use.

3.2 Language Guide

The Austrian Language Resource Portal also offers a language guide that provides basic information on communication in English. It contains tips, e.g. for having small talk, chairing a meeting, writing an e-mail, ordering food in the restaurant, explaining culinary specialties or identifying false friends. Moreover, it provides information on avoiding pitfalls in intercultural communication. It is targeted at people who are not used to speak English. It proved to be a useful aid in language learning contexts.

3.3 Compilation of Other Language Resources

Finally, the Austrian Language Resource Portal contains a compilation of other relevant language resources and repositories that were not created by the cooperation partners as part of the Portal. Thus, links to external terminological databases that are especially relevant for translators and interpreters are provided.

An overview of all LRs on the Austrian Language Resource Portal is available on the website: sprachressourcen.at.

4. Discussion and Conclusion

The Austrian Language Resource Portal reflects the need for a central platform to access and exchange language resources that are specific to the Austrian variety of the German language. It provides a first attempt to not only highlight the value of language resources and make them freely available, but also show the impact of language resource sharing (Heinischt, 2018). Nevertheless, the amount of language resources on this Portal is not a comprehensive and exhaustive one. This may be due to the fact that the Austrian Language Resource Portal is primarily aimed at the target group of language professionals, such as translators. This is also the reason why the language resources are made available in different formats with giving preference to human-readable formats over machine-readable ones.

Additionally, major obstacles for delivering language resources to the Portal are confidentiality and security issues, legal uncertainty, i.e. the question of whether translators are allowed to share data due to IPR or copyright issues as well as the organizational framework that hinders the delivery of language resources. This shows that in Austria, similar to the situation all over Europe, there is still a lack of awareness for the value of language data (Heinischt and Kotzian, 2018; European Language Resource Coordination, 2019). Nevertheless, these language resources would be especially important for training human language technology, including machine translation systems, with a lower-resourced language variety to achieve quality improvements in language technology output.

The availability of and access to language resources in a language variety, such as Austrian German, may improve NLP and language technology applications (e.g. NMT training and thus increase the quality of NMT output), to avoid the deprivation of language diversity (within a language). This is particularly important in the light of the European Parliament resolution on language equality in the digital age, which recognizes that some (smaller) languages are threatened by digital extinction (EP, 2018). The resolution also states that language technologies can overcome language barriers and facilitate communication in a multilingual European Digital Single Market. Furthermore, the language equality resolution recommends that the member states of the EU define a minimum number of language resources for each European language to counteract digital extinction. These language resources may include lexicons, annotated corpora, speech records, translation memories and encyclopedic content (ibid.). The Austrian Language Resource Portal aims at contributing to this objective by increasing the availability of and access to language-variety-specific language resources.

In this respect, the Portal stresses the significance of differentiating between varieties of German and thus primarily caters for the Austrian German variety. This demonstrates that especially languages for specific purposes may differ significantly between the different standard varieties of the German language, as exemplified by the terminology used in public administration.

Although the Austrian Language Resource Portal focuses on Austrian German it does not mention other Austrian
language varieties, such as dialects, which play a crucial role in Austria. Thus, areas such as non-standard language, e.g. dialects (in machine translation) (Neubarth & Trost, 2017) would require further investigation.

To sum up, the Austrian Language Resource Portal stresses the importance of language resources specific to a language variety, thus paving the way for the re-use of variety-specific language data for human language technology, such as MT training, for the Austrian standard variety.
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Abstract

This paper presents work on progress aiming at the development of Legal-ES. Legal-ES is a set of resources for Spanish legal text processing including a large scale corpus with calculated models for word embeddings and topics. The large scale Spanish legal corpus consists of over 2000 million words from open public legislative, jurisprudential and administrative texts representing a variety of sources from international, national and regional entities. The corpus is pre-processed and tokenized. A word embedding is calculated over raw text and over lemmatized texts in addition to some experiments with topic modelling on the legislative subset of the corpus representing the text from the Spanish Official Bulletin of State (Boletín Oficial del Estado-BOE). Within the framework of the Workshop on Language Technologies for Government and Public Administration (LT4Gov), the present paper showcases how Public Data is a valuable input for developing Language Resources. It fits within the second dimension of the workshop, i.e. PublicData4LRs. Legal-ES is the result of an initiative by the team of the Spanish Plan for the Advancement of Language Technologies (Plan TL) aiming at developing resources for the HLT community to promote intelligent solutions by industry and academia destined to Public Administration and the Legal Domain.
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1. Introduction

In the legal domain, Human Language Technologies (HLT) and Natural Language Processing (NLP) have been gaining more and more attention over the last years. HLT and NLP are marking a significant difference in handling the large sets of documents and data usually managed by stakeholders in the legal domain, especially when applied in Information Retrieval and Information Extraction.

Within the Spanish National Plan for the Advancement of Language Technologies (Plan TL), priority domains are selected to develop pilot projects. The Legal domain has been one of these priority areas in the last two years given its relevance and its impact on society at the different levels: Governmental bodies’ level, industry, academia, services for citizens, structural measures, etc. Conversations were held at different levels with Public and Regional Administrations as well as academic and industrial groups to gain first-hand insights on the current situation of NLP applied in the Legal domain within the context of the Spanish language and co-official languages (Catalan, Basque and Galician).

From the perspective of the National Spanish Plan, the Public Administration would play a relevant role in promoting the NLP industry in the legal domain by adopting NLP-based solutions in real case scenarios and by providing more legal public datasets to allow for developing innovative and intelligent components. These components would contribute to the Digital Transformation of Public Administration and would introduce innovative workflows turning traditional procedures into more effective and less-time-consuming tasks towards better services to the citizens. At the European level, initiatives such as e-Codex or e-Justice aiming at improving legal services for EU citizens by facilitating the exchange of legal information, are examples of the opportunities and the needs within this domain.

On the other hand, Spanish language is one of the top widely spoken languages, but most of the language resources developed for the legal domain are mainly in English. So, there is a justified need to develop resources in Spanish.

Development of Corpora of legal texts started some years ago. Vogel et al. (2017) lists some of the available corpora. BLaRC (The British Law Report Corpus) is an example of these efforts. The British English corpus is made up of judicial decisions and issued by British courts and tribunals consisting of 8.5 million words published between 2008 and 2010. The American Law Corpus (ALC) consists of 5.5 million words, while the Corpus of European Law includes a billion word in English and German.

Recent work concerning resources has focused on compiling large datasets and on applying deep learning techniques to train word2vec models. Chalkidis & Kampas (2019) shared word embeddings trained over a large dataset of legislations from UK, EU, Canada, Australia, USA and Japan among others. Nay (2016) published “Gov2vec” in which policies are compared across institutions by embedding representations of the legal corpus of each institution and the vocabulary shared across all corpora into a continuous vector space. The corpus used included 59 years of all U.S. Supreme Court opinions. 227 years of all U.S. Presidential Actions and 42 years of official summaries of all bills introduced in the U.S. Congress.

Sugathadasa et al. (2017) used word2vec and lexicons for semantic similarity in the legal domain. Embeddings were calculated over a corpus of 35000 legal case documents, pertaining to various areas of practices in law from US Supreme Court.

Other examples of related work in the legal domain regarding specific applications or aspects of legal text processing include, among other, predictive models for decision support in administrative adjudication (Branting et al. 2017), contract element extraction (Chalkidis, 2017), legal question answering (Do, 2017) (Kim, 2015),
extracting requisite and effectuation parts in legal texts (Nguyen et al., 2018) and classification of sentential modalities (O’Neill et al., 2017).

State of art reveals the increasing interest, the variety of applications and the vast opportunities for HLT and NLP in the legal domain. Nevertheless, the dominance of the English language in most of the resources and the work done is obvious and there is a clear need for resources in other languages including Spanish, especially given that the industrial uptake would have an international wide impact on Spanish speaking countries.

2. Legal-ES: The Corpus

Legal-ES is a large scale Spanish corpus of over 2000 million words representing different types of legislative, administrative and jurisprudential texts. All datasets are gathered from open public portals, mainly from Spain, Europe and International organizations in addition to resources from Mexican and Argentinian portals. For the harvesting, we opted for the availability and the openness of the resource rather than balanced representations in certain time frames.

At Phase 1, a number of sources were identified. Also, the legal aspects of some resources are subject of study and analysis by legal experts within the team. Nevertheless, a regular update is needed to add newly identified resources and to update the already available ones given the dynamic nature as legislations, sentences, public procurement etc. are in a continuous increase. Resources are identified in four sets according to the type. Table 1 summarizes Set 1, the preliminary list including: Legislations from the Official Bulletin (BOE), Opinions from State Council, Consultations from State Tax Agency, State Advocacy, Fiscal Doctrine, the Spanish subset of the European EurLex and JRC-Acquis dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Number of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legislación BOE</td>
<td>547.615.892</td>
</tr>
<tr>
<td>Doctrina Fiscalía</td>
<td>2.684.855</td>
</tr>
<tr>
<td>Dictámenes Consejo de Estado</td>
<td>135.348.664</td>
</tr>
<tr>
<td>Abogacía del Estado</td>
<td>6.123.007</td>
</tr>
<tr>
<td>Códigos electrónicos</td>
<td>24.261.786</td>
</tr>
<tr>
<td>Consultas tributarias</td>
<td>401.586.826</td>
</tr>
<tr>
<td>JRC-Acquis</td>
<td>59.155.891</td>
</tr>
<tr>
<td>EurLex</td>
<td>58.005.420</td>
</tr>
</tbody>
</table>

Table 1. Set 1: Identified Datasets and Size

Set 2: Additional legislative resources (238 million words) including:
- Legislations from Mexico Data Portal
- Legislations from Argentina Data Portal

Set 3: Additional jurisprudential resources including:
- Open public sentences from Spanish Supreme Court
- Open public sentences involving Spanish regional authorities (Madrid & Barcelona among others)
- Open public sentences from regional courts in Mexico
- Resolutions from the International Court of Justice (Spanish versions)

Set 4: Further administrative resources including:
- Public Procurement from the Spanish Platform
- Spanish versions of Public Procurement posted on EU Tender Daily Platform.
- Public Procurement from the Mexican Public Procurement Platform.

A selection of resources from the different sets have passed the legal check to ensure compliance to the open data licenses and thus proceeded to Phase 2, i.e. they are already harvested and pre-processed. This selection includes: All legislative sources in Set 1, the jurisprudential texts from the Supreme Court (Set 3) and the administrative texts from Spanish Public Procurement (Set 4). We will refer to this subset as Legal-ES/IberLegal.
3. Word Embeddings and Topic Modelling

For Phase 3: NLP & Model Calculations, two experiments for Word Embeddings were conducted. The first over the raw text in Set 1 and the second over the lemmatized subset of BOE legislations in Set 1. Embeddings were trained over 300 dimensions and were collapsed to 2 dimensions for representation purposes as in Figure 3 at the end of this section. Both experiments showed interesting results. In figure 3, the square on the left shows a cluster with varieties of wine, while the square on the upper right shows words related to posts with near embeddings. The right square down shows words related to taxes. Moreover, we tested introducing some words in different semantic fields to check the words with the nearest embeddings. For example, by introducing the words “impuesto [tax],” we found the nearest embeddings “renta [income],” “tributo [tribute],” etc. Also, by checking the word “ley [law],” the nearest embeddings were “orden_ministerial [ministerial_order],” “decreto [decree],” “decreto_real [royal_decree],” etc. In the agricultural domain, when the word “wine [vino]” was introduced, the nearest embeddings were types of wine such as “chardonnay,” “merlot,” “pinot,” etc.

<table>
<thead>
<tr>
<th>Legislatons</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 'orden_ministerial' [Ministerial-order], (0.837089967727661),</td>
</tr>
<tr>
<td>- 'reales_decretos' [Royal Decree], (0.851922888755798),</td>
</tr>
<tr>
<td>- 'decreto' [Decree], (0.780473070164453),</td>
</tr>
<tr>
<td>- 'real_decreto-ley' [Royal_Decree_Law], (0.715591332640836),</td>
</tr>
<tr>
<td>- 'orden' [Order], (0.6945813894271851),</td>
</tr>
<tr>
<td>- 'ley' [Law], (0.6891162991523743)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taxes</th>
</tr>
</thead>
<tbody>
<tr>
<td>- {'impuesto': 'Tax', 0.5020797848701477},</td>
</tr>
<tr>
<td>- {'renta': 'Income', 0.6861714124679565},</td>
</tr>
<tr>
<td>- {'tributo': 'tribute', 0.46040003063129456},</td>
</tr>
<tr>
<td>- {'impuestos': 'tax', 0.45298290252685547},</td>
</tr>
<tr>
<td>- {'impuesto_de_sociedades': 'Societies' 'tax', 0.444973886013031}</td>
</tr>
</tbody>
</table>

Regarding the Topic Modelling, different models (25, 40, 50 and 150) were trained over the subset of BOE legislations. Trained models of 25 and 40 showed good results with clear topics identified as shown in the examples in Table 2 and Figure 4. Table 2 represents an extract from the topic model-25 with the most representative words for the selected topics. In Figure 4, an example of topic representation in a document where there is a clear dominance of the topic 13 related to “Fishing legislations”. This would also contribute in identifying semantic similarities among documents based on topic representation.

Table 2. Example of Topics (Model-25)

<table>
<thead>
<tr>
<th>Topic</th>
<th>Word</th>
<th>Word</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education &amp; Universities</td>
<td>universitario</td>
<td>educación</td>
<td>enseñanza</td>
</tr>
<tr>
<td>Taxes</td>
<td>ayuda</td>
<td>gasto</td>
<td>pago</td>
</tr>
<tr>
<td>Workers</td>
<td>trabajo</td>
<td>empresa</td>
<td>convenio</td>
</tr>
<tr>
<td>Agreements &amp; Cooperation</td>
<td>partes</td>
<td>protocolo</td>
<td>país</td>
</tr>
</tbody>
</table>

In Phase 4- Advanced Processing, further experiments were carried out to detect communities of similar documents, however results are still at very preliminary stage that needs further analysis. An example of the graph representations of the communities is the following. Nodes are documents and edges link documents with high semantic similarities.

Figure 5. Community Detection in BOE

Finally, at Phase 5, access to the code that facilitates the downloading of the open public resources of BOE was made available on Github.

4. Future Steps: Annotation and Evaluation Shared Tasks

Currently, the process of annotation of Named Entities has started in samples from Legal-ES/IberLegal. The annotation is carried out via bootstrapping, i.e. initial manual annotation is fed into automatic annotation through an iterative method with a final manual validation and an inter-annotator agreement to obtain a gold standard set. The annotation considers five types of Named Entities:

- Persons
- Institutions
- Time expressions
- Locations
- References to laws and legislations.

Sample fragments from legislations, sentences and public procurement are annotated over Brat Platform. The annotation is still at an exploratory stage, but it is quite challenging specially that the distribution of the Named
Entities and the complexity of the annotation varies among the different types of texts. For example, legislations from BOE follow a normalised style making the annotation easier, while administrative texts of public procurement are much more cumbersome given the broad diversity of the procurement texts and the lack of normalised forms. The annotated set will be made available within an evaluation shared tasks named after the sample corpus “IberLegal”. The task is organised within the Spanish Evaluation Campaign “Iberlef”. For the annotation, experiments were carried out for Named Entities annotation using open libraries such as Spacy, FreeLing or IXA Pipes, however, the generic tools performed poorly on this type of texts, specially in detecting references of laws. This revealed a clear need for Named Entity Recognition and Classification components adapted to the legal domain in Spanish. Based on these findings, the team at the Spanish Language Technologies Plan decided to organise IberLegal as the first shared task focusing on Named Entities Recognition in Spanish legal and administrative text.

5. Conclusion
In this paper, we presented a showcase of Public Data as Language Resources where we introduced the ongoing work to develop Legal-ES as a large scale language resource for Spanish legal text processing. The paper outlined the development phases and the progress achieved to date. Through this showcase, we share a possible roadmap of how to start from an open public data resource until reaching to a mature language resource and how to engage the community in the development of measurable components and advances. The actions taken are just steps on the way, but more work and effort is needed to achieve a solid infrastructure that allows for further developments.
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