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Introduction

Parliamentary data is a major source of scholarly and socially relevant content. In line with the trend towards open access to digitised sources of materials from the public domain, parliamentary records are available in ever larger quantities and the number of languages for which such records are made public is also increasing. The materials are accompanied by rich metadata, and in addition there is the characteristic that the original spoken word sources, traditionally archived in transcribed form only, are now increasingly released also in audio and video formats. In linguistically and culturally diverse regions such as Europe there is harmonization of the data curation practices can advance the field significantly. As a result there is immense potential for developing models for collaborative work, comparative perspectives and multidisciplinary research, and we envision that the ParlaCLARIN II workshop will contribute to the further articulation of this agenda.

An inspiring and highly successful first edition of the ParlaCLARIN scientific workshop\(^1\) was held at LREC 2018 and a follow-up developmental workshop was organized by CLARIN ERIC in 2019 under the name ParlaFormat\(^2\). These events led to a comprehensive overview\(^3\) of a multitude of existing parliamentary resources worldwide as well as tangible first steps towards better harmonization, interoperability and comparability of the resources and tools relevant for the study of parliamentary discussions and decisions.

The second ParlaCLARIN workshop aims to broaden the scope of research questions that is enabled thanks to proposed data harmonisation approach, as well as to continue the effort of building a multidisciplinary community around parliamentary data by bringing together developers, curators and researchers of regional, national and international parliamentary debates that are suitable for research in disciplines in the Humanities and Social Sciences. We invited unpublished original work focusing on the compilation, annotation, visualisation and utilisation of parliamentary records as well as linking or comparing parliamentary records with other datasets of political discourse such as party manifestos, political speeches, political campaign debates, social media posts, etc. Apart from dissemination of the results, the workshop also addresses the identified obstacles, discusses open issues and coordinates future efforts in this increasingly trans-national and cross-disciplinary community.

The accepted papers address the following topics:

- Creation and annotation of parliamentary data in textual and spoken format
- Enrichment of parliamentary data with semantic and name entity tagging
- Querying and visualisation of parliamentary data
- Text mining over parliamentary and other political language data
- Comparative studies of parliamentary corpora
- Diachronic studies based on parliamentary corpora

The workshop programme is composed of a keynote talk by Pola Lehmann and Bernhard Weßels and 13 peer-reviewed papers by 30 authors from 10 countries.

---

1https://www.clarin.eu/ParlaCLARIN
2https://www.clarin.eu/event/2019/parlaformat-workshop
3https://www.clarin.eu/resource-families/parliamentary-corpora
We would like to thank the reviewers for their careful and constructive reviews which have contributed to the quality of the event.

Due to the COVID-19 pandemic, the main conference is postponed, for this reason, there will be only a virtual ParlaCLARIN II meeting in May 2020.
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New Developments in the Polish Parliamentary Corpus

Maciej Ogrodniczuk, Bartłomiej Nitoń
Institute of Computer Science, Polish Academy of Sciences
Warsaw, Poland
maciej.ogrodniczuk@ipipan.waw.pl, bartek.niton@gmail.com

Abstract
This short paper presents the current (as of February 2020) state of preparation of the Polish Parliamentary Corpus (PPC) — an extensive collection of transcripts of Polish parliamentary proceedings dating from 1919 to present. The paper is a summary of the most evident developments as compared to the 2018 version of the corpus, harmonization of metadata, standardization of document identifiers, uploading contents of all documents and metadata to the database (to enable easier modification, maintenance and future development of the corpus), linking utterances to the political ontology, linking corpus texts to source data and processing historical documents.

Keywords: written corpora, quasi-spoken data, parliament transcripts, Polish

1. Introduction
The Polish Parliamentary Corpus1 (Ogrodniczuk, 2018) is a collection of proceedings of Polish parliament dating from 1919 to present. It includes transcripts of Sejm sittings (including Legislative Sejm and State National Council), Sejm committee sittings from 1993, Sejm interpellations and questions from 1997, Senate sittings from 1922–1939 and 1989 to present2 and Senate committee sittings from 2015. The collection is consequently updated with the most current data acquired from the Sejm and the Senate web portals. Currently the size of the textual data in the corpus amounts to over 340 thousand documents and almost 750 million tokens.

The data features annotation following the National Corpus of Polish (Przepiórkowski et al., 2012, NKJP)3 and was automatically produced with Morfeusz2 (Kieras and Woliński, 2017) and disambiguated with Concraft2 (Waszczyk et al., 2018). The named entity layer was also adjusted, the information on the regime and chamber has been added, document names have been standardized and several naming errors corrected. Missing information on speakers has been filled in and the corpus header has been updated.

Standardization of document identifiers The corpus has been divided into 27 periods corresponding to the terms of office of chambers in three different political systems of Poland in the last 100 years (see rows of Table 1). All identifiers of documents have been standardized reflecting the logical structure of the system:

191922- sjm -ppxxx- 00002 - 01
period chamber type sitting/number day/part

Database development The contents of all documents and metadata have been uploaded to a specifically developed database to enable easier modification, maintenance and future development of the corpus. The current size of the corpus amounts to 749M segments with detailed distribution over houses, periods, and document types presented in Table 1. Apart from the stenographic records of plenary sittings (261M segments) and committee sittings (288M segments), the corpus contains 199M segments of interpellations and questions.

Linking utterances to the political ontology The Polish Political Ontology4 (PPO) is an RDF resource created in 2015 and modelling the Polish political scene of the period 1989–2014. It includes significant actors based in Polish political and other public institutions, including members...
<table>
<thead>
<tr>
<th>System</th>
<th>Years</th>
<th>Period</th>
<th>docs</th>
<th>segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second</td>
<td>1922–1927</td>
<td>1st term of office</td>
<td>277</td>
<td>733835</td>
</tr>
<tr>
<td></td>
<td>1928–1930</td>
<td>2nd</td>
<td>58</td>
<td>2139835</td>
</tr>
<tr>
<td>Polish</td>
<td>1930–1935</td>
<td>3rd</td>
<td>72</td>
<td>2404267</td>
</tr>
<tr>
<td>Republic</td>
<td>1935–1938</td>
<td>4th</td>
<td>73</td>
<td>2133181</td>
</tr>
<tr>
<td></td>
<td>1938–1939</td>
<td>5th</td>
<td>23</td>
<td>610455</td>
</tr>
<tr>
<td></td>
<td>1943–1947</td>
<td>State National Council</td>
<td>6</td>
<td>234441</td>
</tr>
<tr>
<td>Second</td>
<td>1947–1952</td>
<td>Legislative Sejm</td>
<td>107</td>
<td>2575136</td>
</tr>
<tr>
<td></td>
<td>1952–1956</td>
<td>1st term of office</td>
<td>39</td>
<td>1172333</td>
</tr>
<tr>
<td></td>
<td>1957–1961</td>
<td>2nd</td>
<td>59</td>
<td>2502936</td>
</tr>
<tr>
<td></td>
<td>1961–1965</td>
<td>3rd</td>
<td>32</td>
<td>1388862</td>
</tr>
<tr>
<td>People’s</td>
<td>1965–1969</td>
<td>4th</td>
<td>23</td>
<td>1163336</td>
</tr>
<tr>
<td>Poland</td>
<td>1969–1972</td>
<td>5th</td>
<td>17</td>
<td>526277</td>
</tr>
<tr>
<td></td>
<td>1972–1976</td>
<td>6th</td>
<td>32</td>
<td>1176712</td>
</tr>
<tr>
<td></td>
<td>1976–1980</td>
<td>7th</td>
<td>29</td>
<td>918993</td>
</tr>
<tr>
<td></td>
<td>1980–1985</td>
<td>8th</td>
<td>70</td>
<td>337139</td>
</tr>
<tr>
<td></td>
<td>1985–1989</td>
<td>9th</td>
<td>45</td>
<td>2641788</td>
</tr>
<tr>
<td>Third</td>
<td>1989–1991</td>
<td>10th</td>
<td>77</td>
<td>6674111</td>
</tr>
<tr>
<td></td>
<td>1991–1993</td>
<td>1st term of office</td>
<td>142</td>
<td>7739147</td>
</tr>
<tr>
<td></td>
<td>1993–1997</td>
<td>2nd</td>
<td>317</td>
<td>22134682</td>
</tr>
<tr>
<td>Polish</td>
<td>1997–2001</td>
<td>3rd</td>
<td>320</td>
<td>24138142</td>
</tr>
<tr>
<td>Republic</td>
<td>2001–2004</td>
<td>4th</td>
<td>337</td>
<td>28743846</td>
</tr>
<tr>
<td></td>
<td>2005–2007</td>
<td>5th</td>
<td>148</td>
<td>11737186</td>
</tr>
<tr>
<td></td>
<td>2007–2011</td>
<td>6th</td>
<td>298</td>
<td>22415708</td>
</tr>
<tr>
<td></td>
<td>2011–2015</td>
<td>7th</td>
<td>292</td>
<td>20765505</td>
</tr>
<tr>
<td></td>
<td>2015–2019</td>
<td>8th</td>
<td>239</td>
<td>19131000</td>
</tr>
<tr>
<td></td>
<td>2019–</td>
<td>10th</td>
<td>9</td>
<td>412279</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the Polish Parliamentary Corpus (2020)

of government and the parliament. Specifically, it contains information about the MPs (their gender, functions, terms of office, political affiliation) and political parties.

The corpus data, previously marked with speaker names only, was linked to the PPO by extending the particDesc section in TEI header files (header.xml) of individual documents of the corpus. Links were represented as pointers (ptr elements) to functions in PPO (see Fig. 2.).

Linking corpus texts to source data Corpus data have been updated with links to the original materials which were used as source of text, i.e.:

- websites from which the text of individual documents has been extracted
- websites from which the metadata for the document concerned has been extracted
- records of meetings in PDF format.

In order to prevent a possible loss of access to the source files (e.g. due to changes in parliamentary services) the source files were additionally downloaded to store their copies locally.

The process has been completed with a number of Internet robots browsing respective websites, separately for docu-
ments between 1919 and 1997 as well as terms of office 2–6, 7–8 and 9 (due to changes in IT systems used in these periods). The processing consisted of keeping the URL address of the document source, the URL address of a file containing the content of the document, usually in PDF format and the address of the page containing document metadata.

Processing historical documents Due to changes in Polish orthography in 1936 modern tools are not always very successful with processing older data. To overcome this problem, a transcriber for historical documents and a customized version of morphological analyzer have been included in the process of linguistic analysis of 1,027 documents between 1919 and 1939.

The processing pipeline consists of:

1. a rule transcriber\(^5\) with a set of rules for nineteenth-century language\(^6\) (Kierański et al., 2017) (the original text is preserved in the database)
2. Morfeusz2 morphological analyzer using SGJP dictionary extended with vocabulary of the 19th century (Kierański and Woliński, 2018) but with a set of tags consistent with contemporary vocabulary
3. Concraft2 tagger (no additional modifications)
4. Liner2 (no additional modifications);
5. COMBO (no additional modifications).

3. MTAS-based search engine

The previous searchable version of the corpus was made available as Poliqarp (Janus and Przepiórkowski, 2006) search engine binary (to be run on user’s computer) and a Poliqarp-powered simple online search engine was available to facilitate search in a familiar NKJP-like interface. Still, one of the major faults of Poliqarp was inability to combine search over different annotation layers.

To overcome this flaw, a new framework for building search engines was created based on MTAS (Brouwer et al., 2017), a stable and reliable solution for multi-layered linguistic search, currently also used for other corpora of Polish\(^7\). MTAS offers rich search functions, using regular expressions, filtering results using metadata or merging of analytical layers.

Figure 3. presents a sample search result linking the morphological analysis layer with named entity layer: proper names identical with common names can be easily filtered.

4. Current and future work

The processing of the corpus is ongoing on many levels, starting with adding new historical data (transcripts of committee meetings before 1989).

Several ‘administrative’ tasks are also envisaged, starting from processing of corpus data with new versions of linguistic tools made available in the recent months. They are e.g. newest version of Morfeusz2, Concraft2 or COMBO parser, providing dependency trees.

Even though the manual correction of OCR-ed data has been successful, there are still numerous typos in this data, mostly due to poor quality of originals before 1989. To overcome this problem, new methods for automated discovery of OCR errors will be developed, such as investigation of words unrecognized by the morphological analyser or detection of non-standard character ngrams. Related to this task is implementation of mechanisms that trigger linguistic analysis and re-indexation of corrected data after changes have been approved by an authorized user.

\(^5\)https://bitbucket.org/jsbien/pol
\(^6\)http://chronofleks.nlp.ipipan.waw.pl/static/files/reguly_xixw.zip
\(^7\)See e.g. the 1 million subcorpus of NKJP (http://nkjp.nlp.ipipan.waw.pl/), the Electronic Corpus of 17th and 18th century Polish Texts (http://korba.edu.pl/) or the Polish Coreference Corpus http://pcc.nlp.ipipan.waw.pl/
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Anföranden: Annotated and Augmented Parliamentary Debates from Sweden
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Abstract

The Swedish parliamentary debates have been available since 2010 through the parliament’s open data web site Riksdagens öppna data. While fairly comprehensive, the structure of the data can be hard to understand and its content is somewhat noisy for use as a quality language resource. In order to make it easier to use and process – in particular for language technology research, but also for political science and other fields with an interest in parliamentary data – we have published a large selection of the debates in a cleaned and structured format, annotated with linguistic information and augmented with semantic links. Especially prevalent in the parliament’s data were end-line hyphenations – something that tokenisers generally are not equipped for – and a lot of the effort went into resolving these. In this paper, we provide detailed descriptions of the structure and contents of the resource, and explain how it differs from the parliament’s own version.

Keywords: parliamentary data, Swedish, NLP, speech, politics, language resource

1. Introduction

Since the freedom of information acts started becoming implemented in various countries, we have seen a plethora of parliamentary corpora being released and enhanced, by governments as well as researchers. Significant corpora have been published e.g. from the parliaments of Norway (Lapponi et al., 2018), Slovenia (Pančur et al., 2018) and the UK (Nanni et al., 2018), to name but a few.

This paper presents and describes a corpus of Swedish parliamentary debates that has been adapted from the parliament’s data. In order to make it easier for further research on this data – the government’s own version has also been somewhat underdocumented – we have devoted section 2 to a detailed description of the content and structure of the corpus and the accompanying metadata. In section 3 we present our improvements to the resource, in particular the handling of prevalent end-line hyphenations.

The word anförande (plural: anföranden) refers to any entry in the Swedish parliamentary debates. While the most reasonable translation into English is speech, an anförande in this context can also be a short reply to a previous speech. For the remainder of this article, however, we will use the term speech for all debate entries, and anföranden only when referring to the resource as a whole.

2. Content and structure of the corpus

The Swedish parliament has published minutes for all parliamentary debates from 1971 and onward.† These files are derived from scans of printed or typed documents and the large amount of HTML formatting present in the files are only for preserving layout; it does not generally segment the text in a way that helps with parsing. Metadata is restricted to document level information, and as such does not say anything about which speakers participate or which topics are being discussed.

However, all debates from 1993 and onward are also available in a separate dataset aptly named anföranden, where each speech is complemented with appropriate metadata such as speaker, party, topic and speech order.‡ This is the resource that we have enhanced.

2.1. Resource size and contents

After removing 20 empty documents from the parliament’s data, we have 325,202 speeches, the speech texts of our cleaned version containing 122,079,937 tokens as measured with the Spacy tokeniser.§ This gives an average of 375.4 tokens per speech.

To get a better sense of the contents of the resource, we refer to table 1. The property kammaraktivitet (chamber activity) in each document provides an indication to the context of the text. Unfortunately, this is not applied entirely consistently across all documents. For instance, questions to the prime minister can be found under both statsministerns frågestund and frågestund med statsministern. More importantly, however, most of the regular debates have no value for this property; they are in the table listed as None. On the other hand, some of them do have a label; most of the categories whose descriptions contain the word debatt are the types of regular debates that also dominate the category None. For any research pertaining strictly to the debates, our recommendation is therefore to exclude the categories we know are not debates rather than vice versa.

2.2. Document structure

In table 2, we show the complete structure of a typical speech document. In our version of the corpus, all properties except for anförandetext (speech text) are XML attributes of the speech as a whole. These attributes have been transferred directly from the parliament’s data, with the exception of dok.datum which erroneously listed all parliamentary sessions as having taken place at midnight; for this reason, we removed the time stamp from the data, leaving only the dates, which are correct.

†http://data.riksdagen.se/data/dokument/
‡http://data.riksdagen.se/data/anföranden/
§https://spacy.io/
<table>
<thead>
<tr>
<th>Type</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>139,446</td>
</tr>
<tr>
<td>interpellationsdebatt</td>
<td>61,781</td>
</tr>
<tr>
<td>föredragning av utskottsärende</td>
<td>58,381</td>
</tr>
<tr>
<td>presentation of committee report</td>
<td></td>
</tr>
<tr>
<td>frågestund</td>
<td>20,975</td>
</tr>
<tr>
<td>question time</td>
<td></td>
</tr>
<tr>
<td>ärendedebatt</td>
<td>16,947</td>
</tr>
<tr>
<td>legislative debate</td>
<td></td>
</tr>
<tr>
<td>allmänpolitisk debatt</td>
<td>7,906</td>
</tr>
<tr>
<td>general policy debate</td>
<td></td>
</tr>
<tr>
<td>partiledardebatt</td>
<td>3,616</td>
</tr>
<tr>
<td>party leader debate</td>
<td></td>
</tr>
<tr>
<td>frågestund med statsministern</td>
<td>2,878</td>
</tr>
<tr>
<td>Prime Minister’s question time</td>
<td></td>
</tr>
<tr>
<td>aktuell debatt</td>
<td>2,601</td>
</tr>
<tr>
<td>topical debate</td>
<td></td>
</tr>
<tr>
<td>information från regeringen</td>
<td>2,411</td>
</tr>
<tr>
<td>information from the government</td>
<td></td>
</tr>
<tr>
<td>bordläggning</td>
<td>1,441</td>
</tr>
<tr>
<td>tabling</td>
<td></td>
</tr>
<tr>
<td>val</td>
<td>1,306</td>
</tr>
<tr>
<td>election</td>
<td></td>
</tr>
<tr>
<td>utrikespolitisk debatt</td>
<td>1,241</td>
</tr>
<tr>
<td>foreign policy debate</td>
<td></td>
</tr>
<tr>
<td>statsministens frågestund</td>
<td>1,098</td>
</tr>
<tr>
<td>Prime Minister’s question time</td>
<td></td>
</tr>
<tr>
<td>debatt vid allmän debattimme</td>
<td>858</td>
</tr>
<tr>
<td>hour of general debate</td>
<td></td>
</tr>
<tr>
<td>särskild debatt</td>
<td>536</td>
</tr>
<tr>
<td>special debate</td>
<td></td>
</tr>
<tr>
<td>avgörande av utskottsärende decision</td>
<td>512</td>
</tr>
<tr>
<td>on committee proposal</td>
<td></td>
</tr>
<tr>
<td>budgetdebatt</td>
<td>401</td>
</tr>
<tr>
<td>budgetary debate</td>
<td></td>
</tr>
<tr>
<td>meddelande</td>
<td>323</td>
</tr>
<tr>
<td>message</td>
<td></td>
</tr>
<tr>
<td>hänvisning till utskott</td>
<td>236</td>
</tr>
<tr>
<td>referral to committee</td>
<td></td>
</tr>
<tr>
<td>avlämnande av regeringsförklaring</td>
<td>72</td>
</tr>
<tr>
<td>submission of government declaration</td>
<td></td>
</tr>
<tr>
<td>återupptagning av förhandlingarna</td>
<td>67</td>
</tr>
<tr>
<td>resumption of negotiations</td>
<td></td>
</tr>
<tr>
<td>ceremoni</td>
<td>47</td>
</tr>
<tr>
<td>ceremony</td>
<td></td>
</tr>
<tr>
<td>beslutssättande om uppdrag</td>
<td>46</td>
</tr>
<tr>
<td>assignment decision</td>
<td></td>
</tr>
<tr>
<td>återrapportering</td>
<td>36</td>
</tr>
<tr>
<td>report</td>
<td></td>
</tr>
<tr>
<td>amnalan</td>
<td>31</td>
</tr>
<tr>
<td>notification</td>
<td></td>
</tr>
<tr>
<td>riksmötens öppnande parliamentary opening</td>
<td>6</td>
</tr>
<tr>
<td>regeringsförklaring</td>
<td>2</td>
</tr>
<tr>
<td>declaration of government</td>
<td></td>
</tr>
<tr>
<td>hälsoinsanförande</td>
<td>1</td>
</tr>
<tr>
<td>welcoming speech</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Types of parliamentary activity.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dok_hangar_id</td>
<td>Internal document ID</td>
</tr>
<tr>
<td>dok_id</td>
<td>Meeting + speech no.</td>
</tr>
<tr>
<td>dok_titel</td>
<td>Protocol title</td>
</tr>
<tr>
<td>dok_rm</td>
<td>Parliamentary year</td>
</tr>
<tr>
<td>dok_nummer</td>
<td>Number of meeting</td>
</tr>
<tr>
<td>dok_datum</td>
<td>Date of speech</td>
</tr>
<tr>
<td>avsnittsrubrik</td>
<td>Topic title</td>
</tr>
<tr>
<td>kammaraktivitet</td>
<td>Type of debate</td>
</tr>
<tr>
<td>anforande_id</td>
<td>Unique speech ID</td>
</tr>
<tr>
<td>anforande_nummer</td>
<td>Speech number in debate</td>
</tr>
<tr>
<td>talare</td>
<td>Speaker name</td>
</tr>
<tr>
<td>parti</td>
<td>Speaker party</td>
</tr>
<tr>
<td>anforandetext</td>
<td>Full speech text</td>
</tr>
<tr>
<td>intressent_id</td>
<td>Speaker’s ID</td>
</tr>
<tr>
<td>rel_dok_id</td>
<td>Document being debated</td>
</tr>
<tr>
<td>replik</td>
<td>Speech type</td>
</tr>
<tr>
<td>systemdatum</td>
<td>Date of publishing</td>
</tr>
</tbody>
</table>

Table 2: A typical speech document.

- **dok_hangar_id** is a unique and strictly numerical ID which is assigned to every document in the parliament’s database. It is not referenced in other documents, however, and can normally be safely ignored.

- **dok_id** is a unique ID (different from dok_hangar_id) assigned to every document in the parliament’s database. In contrast to the above, dok id is alphanumeric and referenced by other documents. Its form is derived from a set of codes that signify the time and type of the document. The two first characters refer to the parliamentary period in which the document was created, the third and fourth characters refer to the type category to which the document belongs, while the remaining characters signify a category subtype and/or number within its category. In this dataset, the category is consistently 09, meaning minutes from the chamber, with the subsequent digits representing the chronological number of the meeting within the parliamentary year, corresponding to dok_nummer below. A more detailed description of the dok_id format is available on the Swedish parliament website.4

- **dok_titel** is a human readable label that for this dataset consistently states that it is the minutes from a given parliamentary session. While it does contain an hour / minute time reference, this refers to the time of the session and not of individual speeches during the session.

- **dok_rm** refers to the parliamentary period. Since the autumn of 1975, a parliamentary period lasts from the beginning of an autumn until the end of spring the following year. The format used here is e.g. 2015/16.

- **dok_nummer** is the chronological number of the parliamentary session within a parliamentary year.

4http://data.riksdagen.se/dokumentation/sa-funkar-dokument-id/
• **dok datum** refers to the date of the parliamentary session, using the format YYYY-MM-DD.

• **avsnittsrubrik** is a text label that for debates generally is informative, describing what is being debated. During a parliamentary session, it is common that several topics are debated, each usually from the premise of a proposal pertaining to legal or budgetary matters. The exact proposal being discussed is referenced by rel_dok_id below, while this label ranges from general topics such as ‘climate politics’ to rather specific ones such as ‘increased possibilities of travelling within the European Union using national identity cards’. Not all categories of parliamentary activity feature an informative label, however; e.g. question time or debates between party leaders are only labelled with their respective categories as listed in table 1.

• **kammaraktivitet** refers to the type of parliamentary activity, as we described above in section 2.1 and listed in table 1.

• **anforande_id** is another unique alphanumeric ID assigned to each speech. As with dok_hangar_id, this is currently not referenced by other documents in the parliamentary database.

• **talare** is a string containing the name and party affiliation of the current speaker. For acting ministers, their title is usually also included, e.g. ‘Finansministern Magdalena Andersson (S)’

• **parti** is a string containing only the party affiliation of the current speaker. This is listed using the common abbreviations for Swedish political parties, all currently with one or two letters.

• **anforandetext** is the transcribed speech.

• **intressent_id** is a unique ID number for the speaker. Each member of parliament since 1990 (as well as some before that) is assigned an ID of this type. This can be used to cross-reference with other data sources, as we will demonstrate later.

• **rel_dok_id** is a reference to the dok_id of whatever document is being discussed. Usually, what is being debated is some kind of proposal, from the parliament, the government, or from a commission. The formal document detailing this proposal features the dok_id referenced here. As such, it can be cross-referenced with a database containing proposals. Also, for many purposes of linguistic mining or classification, it can be more reliable as a topic than the avsnittsrubrik mentioned above.

• **replik** is a binary string, ‘Y’ if the speech is of the type replik (reply), ‘N’ if not. While many of the speeches not marked as replik may also contain or be regarded as replies to previous speeches, a replik is subject to slightly different rules than other speeches, the most significant being that they are much shorter.

• **systemdatum** refers to the date and time when the document was published to the parliament’s database.

### 3. Processing the corpus

In this section, we detail our effort to improve the resource.

#### 3.1. Cleaning

Although the digitisation of the Swedish parliamentary debates has involved optical character recognition (OCR) as part of the process, our relatively thorough manual investigation found that the result is, for the most part, excellent. There are very few typos or other indications of OCR errors. However, one particularly visible result of this process is the abundant prevalence of end-line hyphenations. Generally, end-line hyphenation has been ignored by tokenisers, as they do not know whether to join the tokens together as a single word, join them as a hyphenated compound, or leave it as a hanging hyphen (used in elliptical constructions of a conjunction of several terms) (Grefenstette and Tapanainen, 1994; Frunza, 2008). The commonly used tokenisers, most notably the widely used Stanford tokeniser, ignore this problem (Manning et al., 2014), and while projects such as Dridan and Oepen (2012) and Graén et al. (2018) suggest useful improvements in the area, the focus is on multi-lingual approaches which would have a hard time capturing the variety of Swedish compounds.

Due to Swedish compounding rules, where basically any number of nouns can be joined together, a pure dictionary approach is insufficient, and parliamentary debates in particular do contain a lot of hanging hyphens. This means that from the outset, a rule based approach to fixing end-line hyphenation needs to account for language specific features and preferably be complemented by manual corrections in order to reach a high accuracy.

One solution is of course to ignore them and treat them as noise, which often makes sense for large corpora where the amount of end-line hyphenation is negligible. For our anföranden, however, we found that not only were they especially prevalent, but that it often is longer low-frequency words that have been split. Such words can make a significant difference in several methods for information retrieval, text mining, and user modelling, which often use term frequency–inverse document frequency (tf-idf) or similar term weighting systems (Bece, 2016).

We therefore devised a rule-based method, which combined corpus look-up with hand-crafted rules and an interactive query allowing for simple manual correction of those cases that could not be resolved automatically. The procedure was as follows:

1. Generate a word frequency list from the resource. This will be used to decide whether line-end hyphenations should be kept or joined, with or without a hyphen.

2. Remove all line breaks. The reason for doing this instead of keeping the line break as a signifying feature is that there were several cases of end-line hyphenation in-line, indicating either OCR errors or several layers of OCR processing having been done.

3. Filter out all cases where the word after the hyphen is a conjunction. These cases are almost certainly part of an elliptical construction and should be kept as is.
An overview of the frequency of the different conjunctions in elliptical compounds can be found in Table 3.

4. Use regular expression matching to identify structures that almost certainly should be hyphenated compounds. These are:

(a) All characters before the hyphen are upper-case and all characters after the hyphen are lower-case. This indicates an acronym used as a semantic qualifier;

(b) The words before and after the hyphen are both capitalised. This indicates a proper name, which for some people and organisations is hyphenated in Swedish.

(c) All characters before the hyphen are numerals, while the characters after the hyphen are not. This is common in Swedish, e.g. for time references such as 1990-talet, ‘the 1990s’.

(d) The word icke, ‘not’, is particular to Swedish for requiring a hyphen when used as a prefix.

An overview of these can be seen in Table 4.

5. Generate two word forms comprising all characters before and after the hyphen, one joined with hyphen and one joined without. Check whether any or both of these are present in the word frequency list. If only one is present, choose that. If both are present, choose the one that is most frequent. If both are either missing or equally frequent, ask the user what to do.

6. Whenever a selection has been made, either by the heuristics or the user, save that selection and apply it to subsequent identical cases.

---

### Table 3: Conjunctions in elliptical compounds.

<table>
<thead>
<tr>
<th>Conjunction</th>
<th>English</th>
<th>Amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>och</td>
<td>and</td>
<td>90,025</td>
</tr>
<tr>
<td>eller</td>
<td>or</td>
<td>3,225</td>
</tr>
<tr>
<td>som</td>
<td>as</td>
<td>1,848</td>
</tr>
<tr>
<td>men</td>
<td>but</td>
<td>1,379</td>
</tr>
<tr>
<td>samt</td>
<td>and</td>
<td>744</td>
</tr>
<tr>
<td>till</td>
<td>to</td>
<td>186</td>
</tr>
<tr>
<td>respektive</td>
<td>respectively</td>
<td>172</td>
</tr>
<tr>
<td>än</td>
<td>yet</td>
<td>35</td>
</tr>
<tr>
<td>utan</td>
<td>without</td>
<td>6</td>
</tr>
<tr>
<td>såväl</td>
<td>as well as</td>
<td>7</td>
</tr>
<tr>
<td>og</td>
<td>and (Norwegian)</td>
<td>4</td>
</tr>
<tr>
<td>und</td>
<td>and (German)</td>
<td>4</td>
</tr>
<tr>
<td>kontra</td>
<td>versus</td>
<td>3</td>
</tr>
<tr>
<td>framför</td>
<td>before</td>
<td>2</td>
</tr>
<tr>
<td>liksom</td>
<td>as</td>
<td>2</td>
</tr>
<tr>
<td>smart</td>
<td>soon</td>
<td>1</td>
</tr>
<tr>
<td>inklusive</td>
<td>inclusive</td>
<td>1</td>
</tr>
<tr>
<td>o</td>
<td>and (shortened)</td>
<td>1</td>
</tr>
</tbody>
</table>

**SUM** 97,645

---

### Table 4: Hyphenated compounds matched with regular expressions.

<table>
<thead>
<tr>
<th>Regular expression</th>
<th>Unique</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) [A-Za-zÄÖÜ]+-[a-zäöüß]+</td>
<td>2,527</td>
<td>7,740</td>
</tr>
<tr>
<td>(b) [A-Za-zÄÖÜ][a-zäöüß]+-[A-Za-zÄÖÜ]</td>
<td>338</td>
<td>1,560</td>
</tr>
<tr>
<td>(c) \d+ w+</td>
<td>949</td>
<td>2,802</td>
</tr>
<tr>
<td>(d) icke- \w+</td>
<td>162</td>
<td>283</td>
</tr>
</tbody>
</table>

**SUM** 3,976 12,385

---

The overall statistics are presented in Table 5. Please also note that we have no way of distinguishing between end-line hyphenations and elliptical compound constructions with a hanging hyphen prior to processing. The latter are therefore included in the number of end-line hyphenations in the table.

### Table 5: Statistics of the end-line hyphenation processing.

<table>
<thead>
<tr>
<th>Property</th>
<th>Unique</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Files</td>
<td>325,202</td>
<td></td>
</tr>
<tr>
<td>Tokens (before processing)</td>
<td>123,261,960</td>
<td></td>
</tr>
<tr>
<td>Tokens (after processing)</td>
<td>122,079,937</td>
<td></td>
</tr>
<tr>
<td>Files with no ELH</td>
<td>180,350</td>
<td></td>
</tr>
<tr>
<td>Number of ELH</td>
<td>1,080,471</td>
<td></td>
</tr>
<tr>
<td>Ignored ELH due to conjunctions</td>
<td>97,645</td>
<td></td>
</tr>
</tbody>
</table>

**H from regular expressions** 3,976 12,385

**Only J in WF** 97,698 904,172

**Only H in WF** 519 1,091

**J more frequent in WF** 604 44,887

**H more frequent in WF** 124 971

**J manually selected** 8,509 8,908

**H manually selected** 397 433

**Keep manually selected** 111 116

---

As we can see, even after subtracting the elliptical compound constructions, we end up with 982,826 end-line hyphenations, comprising 0.8% of the tokens. This puts them in line with frequent prepositions; the word med, ‘with’, occurs 1,090,275 times in the data. We can also see that the strategy of looking up in the word frequency list was very effective, capturing 96.77% of the remaining end-line hyphenations.

In order to test the accuracy of this process, we chose 1,000 random items from the set of selections that were made and assessed them manually. Of the 1,000 choices our system made, we only found a single error, indicating an accuracy of 99.9%.

---

Our de-hyphenator has been published on GitLab under the GNU GPLv3.

---

https://gitlab.com/Julipan/swedish-de-hyphenator
3.2. Annotating
After cleaning the end-line hyphenations, we imported the resulting files into Korp, via the Sparv pipeline. Korp is a tool for searching and exploring corpora (Borin et al., 2012), while Sparv is the annotation pipeline through which most of the corpora in Korp are processed (Borin et al., 2016). Both of the tools are developed and maintained by Språkbanken Text, a language technology research unit under the department of Swedish at the University of Gothenburg.6

The linguistic annotation provided by Sparv is thorough and multifaceted, ranging from part-of-speech and word sense to compound and dependency analyses. A complete list of the available annotations can be found on the Sparv web page and its user manual.7 The annotated anföranden can be explored at https://spraakbanken.gu.se/korp/?mode=default#?corpus=rd-anf and XML files can be downloaded from https://spraakbanken.gu.se/en/resources/rd-anf.

3.3. Augmenting
For use with the annotated anföranden, we previously created the Swedish PoliGraph, a Prolog application designed for querying and exploring Swedish members of parliament, along with their roles and activity in parliament and government (Rødven Eide, 2019).

One of the use-cases we envision is to explore speeches based on speaker metadata. Combining anföranden with the Swedish PoliGraph, we can examine questions such as which linguistic features are more common among which speakers or parties, who speaks more or less on which topics, or how commission work affects the speeches of members of parliament.

Seeing as we have exact temporal metadata for both speakers and speeches, the corpus can also be examined diachronically. We can examine how speeches change over time, for instance in the context of an individual speaker from newly elected to established, of a party changing their rhetoric in response to external events or internal conditions, or of changing attitudes as the years go by.

For further augmentation, we have also matched the internal parliamentary ID for each politician with their respective Wiki-ID’s in the Swedish PoliGraph. This enables exploration of connections from politicians and speeches with data that is not part of the parliament’s database, but can be found on Wikipedia or Wikidata, or other resources that use the same references.

4. Conclusion and future work
Considering the importance and availability of parliamentary data in Swedish, as well as its practical advantages for natural language processing methods – in particular the standardised language and precise metadata – very little research has taken full advantage of these resources. We hope that the publication of anföranden, in a cleaned, annotated and augmented form, will be a step towards further investigation of parliamentary speech in Swedish.

As part of a Swe-Clarin project on named entity recognition (NER), our next step is to manually annotate named entities in speeches from the anföranden corpus. We will then apply and evaluate various algorithms to find the current state of NER on Swedish parliamentary debates, and see if we can improve the current state of the art further. After that, we plan to perform named entity resolution to the recognised entities, automatically linking names of politicians found in the text to their respective ID in the Swedish PoliGraph. The aim is to be able to model a complete parliamentary debate; to understand and visualise who is replying to whom.

Following the 2019 ParlaFormat Workshop in Amersfoort,9 we will also implement export to the Parla-CLARIN XML format from Korp, after a planned upgrade of the export pipeline of Språkbanken Text is in place. As our de-hyphenator turned out to be successful, we also plan to incorporate it in Språkbanken Texts import pipeline as an optional pre-processing step.
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Abstract
We describe the acquisition, annotation and encoding of the corpus of the Althingi parliamentary proceedings. The first version of the corpus includes speeches from 1911-2019. It comprises 404 thousand speeches and just under 219 million words. The corpus has been automatically part-of-speech tagged and lemmatised. It is annotated with extensive metadata about the speeches, speakers and political parties, including speech topic, whether the speaker is in the government coalition or opposition, age and gender of speaker at the time of delivery, references to sound and video recordings and more. The corpus is encoded in accordance with the Text Encoding Initiative (TEI) Guidelines and conforms to the Parla-CLARIN schema. We plan to update the corpus annually and its major versions will be archived in the CLARIN.IS repository. It is available for download and search using the KORP concordance tool. Furthermore, information on word frequency are accessible in a custom made web application and an n-gram viewer.

Keywords: corpora, parliamentary, Icelandic

1. Introduction
Parliamentary records, reports, written questions and inquiries, legal documents, and transcriptions of debates are a rich source of data for research in various disciplines. Not only do they enable new lines of research in fields as diverse as linguistics, political science, sociology, economic history, gender studies and information retrieval, they can also be an important source of data for natural language processing. This has led to a number of projects aiming to compile, analyze and enrich parliamentary records, some of which are listed in Section 2.

Transcriptions of speeches from debates in Althingi, the Icelandic parliament, have previously been made available as part of the Icelandic Gigaword Corpus (IGC) (Steingrimsson et al., 2018), but as parliamentary data differ in many ways from other data in the IGC we have compiled a special parliamentary corpus, IGC-Parl, enriched with meta-data pertaining to parliamentary corpora. This includes information about age, gender and role of the parliamentarian delivering the speech, when they were active in parliament, party affiliation, whether their political party was part of a ruling coalition or in opposition, topics of the speech and more. This project is the first step in compiling a number of different corpora with rich, relevant metadata, from the different text classes in the IGC. Others are for example: news media, books, adjudications, social media, etc. As with the IGC we plan to update the corpus annually and make it available through a variety of means as detailed in Section 5. In subsequent versions we also plan to add other parliamentary records, starting with inquiries, resolutions and bills as discussed in section 7.

In order for IGC-Parl to be in line with comparable corpora from other countries we aspire to adhere to the Parla-CLARIN scheme1. This is in accordance with the TEI standard which is the standard the IGC follows. For further discussion on encoding and annotation of the corpus, refer to Section 4.

1https://clarin-eric.github.io/parla-clarin

Icelandic parliamentarian speeches have been used for linguistic research, most recently in (Stefánsdóttir and Ingason, 2019) where change in stylistic fronting in the speeches of one long-standing parliamentarian is used to support the hypothesis that a person’s language can vary in accordance to change in social status. By making parliamentary data available with rich metadata we facilitate replicability of results as well as further research in this field. In Section 6 we give a few examples of possible research directions the corpus data and accompanying metadata enable.

2. Related work
Parliamentary corpora have been available to NLP researchers for a long time. In the early days of statistical machine translation (SMT), the Canadian Hansard Corpus (Roukos and Melamed, 1995), consisting of debates from the Canadian Parliament parallel in English and Canadian French, was used by machine translation researchers to advance their field. Europarl (Koehn, 2005), a multilingual parallel corpus containing the proceedings of the European parliament has also proved to be useful for SMT, and the DCEP corpus (Hajlaoui et al., 2014) adds a variety of document types published by the European parliament, enabling new lines of research on the European parliament data. Recently there has been increased interest in parliamentary corpora and compiling of corpora has been undertaken in a number of countries. Examples of monolingual corpora are the Hansard corpus, a collection of parliamentary records of the British Parliament from 1803–2005 (Alexander and Davies, 2015), the ParLAT beta corpus (Wissik and Pirker, 2018) containing Austrian parliamentary proceedings from 1996–2017, presented at the ParlaCLARIN workshop in 2018 (Fišer et al., 2018) along with a Slovenian Corpus (Andrej Pančur and Erjavec, 2018), a Polish one (Ogorodniczuk, 2018) and a corpus of the Grand National Assembly of Turkey (Onur Gungor and Çağıl Sınmez, 2018). As of February 2020, the CLARIN ERIC infrastructure offers access to 22 parliamentary corpora. This includes corpora in almost all of the languages spoken in CLARIN ERIC.
member and observer countries, including all the Nordic languages except Icelandic. As the number of parliamentary corpora increases, the need for a common format and interoperability grows accordingly. A common schema could facilitate comparison and analysis of topics across parliamentary data from different countries. A standard format for parliamentary data is being proposed by CLARIN. At a workshop in May 2019, Tomaz Erjavec & Andrej Pančur introduced the proposed scheme, Parla-CLARIN (Erjavec and Pančur, 2019).

### Building the Corpus

The corpus covers speeches delivered from 1911 to mid-2019 in the Parliament of Iceland, Althingi, and are found on Althingi’s website (www.althingi.is). Many of the older speeches are missing from the website despite still being listed, as discussed further in Section 6. Speeches predating 1991 are tagged only with a date, while those delivered after that date are tagged with a timestamp. A short biography of each speaker is available on the website along with information about what political party and constituency they belonged to and what role they had in different periods. Since 2001 debates concerning specific issues have been grouped by topic (e.g. Industries: Fisheries) so it is possible to link each speech to one or more topics. A schedule of each session from 1995 onwards is available, but earlier speeches can only be grouped by date. This does not always cohere with sessions since one session can span more than one calendar day. All the speeches on the website are available in HTML files. Older speeches, for which there are no available sound recordings, have been OCR-read from Alþingistíðindi, parliamentary records that have been published by the Icelandic Parliament since 1875. These speeches have been manually corrected. Refer to Section 6 for further discussion.

#### From IGC to IceCor-Parl

The first version of The Icelandic Gigaword Corpus (IGC) was published in 2018 and the second one in January 2020. It contains almost 1,400 million words from different sources, mainly official texts (e.g. parliamentary speeches as far back as 1911, law texts, adjudications) and texts from news media. By the end of 2021 we intend to split the corpus into various sub-corpora, contained in separate files, each with its own metadata structure. In the current version of the IGC each speech is contained in a separate file with information about the name of the speaker, date of delivery and the title. IGC-Parl contains much more detailed information about each speech and speaker. We started by scraping the website and entering information about each speaker into a database: his or her id used on the website, full name, date of birth, and gender. For each period information was gathered about the person’s status in the parliament, to which political party and constituency they belonged and if they held a position as a minister in the government. We also collected information about which political parties were in the government from 1944. Information about all issues discussed, for each parliament, was inserted into the database and speeches linked to topics where possible.

### Annotation

For annotation we opted for TEI rather than other XML schemas for encoding parliamentary proceedings, such as Political Mashups (Gielissen and Marx, 2009), Parliamentary Metadata Language (Gartner, 2014) or the Akoma Ntoso. Iceland joined CLARIN ERIC in 2020 after having been an observer since 2018. CLARIN has advocated for the use of TEI and has published the Parla-CLARIN schema for use for annotation of political proceedings. TEI has been used for annotation of other Icelandic corpora and the IGC is all annotated in TEI.
4.1. Encoding into XML

We mostly follow the proposed schema, Parla-CLARIN. The root element `<teiCorpus>` contains a header with metadata for the entire corpus. The `<particDesc>` element contains a list of all the speakers in the `<listPerson>` element, their name, gender, date of birth, their party affiliation and roles in different periods. It also contains a list of all political parties, congresses, governments and constituencies in `<listOrg>` elements. The header is followed by `teiCorpus`-elements. Each `teiCorpus`-element contains data for one date (but not session due to lack of information as mentioned above) - a header with metadata and one TEI-element for each speech. Each TEI-element contains another header with metadata and the text element for each speech. The metadata contains detailed information about the speaker in the `<author>` element, where age, gender, party affiliation and role at the time of delivery are each in one `<note>` element. If the speaker belonged to the government when the speech was delivered another `<note>` will indicate that. The number and title of the issue discussed are in the `<title>` element and date and time of delivery in the `<date>` element. Related topics and categories are listed in the `<textClass>` element in the `<profileDesc>` element while the link to the written speech on Althingi’s website is located in a `<ref>` element nested in the `<biblScope>` element. Sound files for each speech have been available since 2006 and video files since 2009. Information and links to those files are in the `<recordingStmt>` element. The structure is shown in Figure 1.

The Parla-CLARIN schema proposes two layers, a `<teiCorpus>` containing a header and `<TEI>` elements that each contains one session, sitting or day. We have three layers since we keep all speeches in a separate TEI-element. The reason for this was twofold. Firstly we wanted to facilitate a search where a user of the corpus would for example only want to look at speeches by women or by a specific speaker. Secondly we want to keep a certain conformity between the sub-corpora of IGC and one of the general rules is that a text by one author/speaker is contained in one separate TEI-element.

4.2. Tokenisation, POS-tagging and lemmatisation

All linguistic annotation is carried out automatically with no manual correction. **Tokenizer**, developed by Miðeind (Pósteinsson, 2020) was used to divide the text into sentences and running words. Morphosyntactic tagging was performed with **ABLTagger** (Steingrímsson et al., 2019) and lemmatisation with the lemmatiser **Nefnir** (Ingólfsdóttir et al., 2019). These tools have been shown to achieve state-of-the-art results for Icelandic, with **ABLTagger** reaching over 95% accuracy on 10-fold validation using a gold standard corpus, and **Nefnir** has been shown to reach almost 97% accuracy when lemmatising words that have previously been tagged automatically. It should be noted that none of these tests have been carried out on texts from parliamentary speeches and thus the exact accuracy for this corpus is not known. The tagset used for tagging IGC is almost the same tagset that was developed for compiling the Icelandic Frequency Dictionary (IFD) (Pind et al., 1991), with only a few changes. A corpus made by concatenating the IFD corpus and the MIM-GOLD corpus (Loftsson et al., 2010) was used to train the tagger. Lexical data from The Database of Icelandic Inflections (DIM) (Bjarnadóttir et al., 2019) was used to augment the tagger for increased accuracy.
5. Availability and Maintenance

IGC-Parl is available for download on CLARIN.is, the official website of the Icelandic branch of CLARIN ERIC. It is published under a CC-BY 4.0 license and may therefore be used for both academic and industry purposes. We aim to publish a new version annually, adding more material and employing more sophisticated and accurate methods of tokenisation, PoS-tagging and lemmatisation as they become available. Furthermore, we will adapt existing Icelandic corpus tools to support IGC-Parl. Various tools have recently been developed or adapted to make Icelandic text corpora more accessible to researchers and the general populace. These tools include a concordance search tool, a searchable word frequency database, and an n-gram viewer. They are described in detail in Steingrimsson et al. (2020). Here we will give a brief description of the tools through which IGC-Parl will be made accessible.

The concordance tool is powered by the Swedish Language Institute Språkbanken’s Korp (Borin et al., 2018) and offers a concordance search using a rich query language. It enables users to search by all linguistic features denoted in Section 4.2.

The word frequency database enables users to search by words, canonical forms (lemmas) and fine-grained morphosyntactic PoS-tags. It also supports wildcard searches for each of these search terms, enabling users to see frequency statistics on all words or tags which match a pattern. An example of a wildcard search is shown in Figure 2.

Analysing trends in word occurrence by year can prove useful, for example in research into language change and neologisms. We make the data available in an n-gram viewer, which enables the user to view frequency trends for n-grams up to a length of 3, for both lemmas and word forms as they appear in the text. The user can configure the viewer in a number of ways, for instance to give absolute or relative numbers for each year or display the results as a cumulative or non-cumulative curve. Results can be downloaded, either as SVG graphics or in a comma separated text file. The n-gram viewer is based on the NB n-gram viewer. (Breder Birkenes et al., 2015) All n-grams will be made available for download. Trigrams of length <= 3 are available in their entirety, but with 4- and 5-grams, only those which occur more than 3 times in the corpora are included in the download files.

6. Quantitative Analysis

In total, the corpus contains 218,889,307 tokens in 404,401 speeches, given by 987 different speakers. The Althingi parliamentary records were printed from 1845. They include parliamentary documents and speeches. In recent years, the Althingi has been working on digitising old documents and they intend to go as far back as 1875. Currently, all speeches since 1937 have been made available as well as some of the speeches from 1911 to 1936, which were published on the Althingi website as part of celebrating certain events, e.g. women’s suffrage, enacted in 1915. As evident in Figure 6 our corpus reflects this. A reasonable amount of speeches from 1913–1915 are included but there is a gap in the speech collection until 1937, when we finally have a complete set of speeches for each year. As we intend to publish new versions of the corpus annually, which include the most recent data, older speeches will also be included in future versions as they become available.

As the IGC-Parl corpus has been packaged with rich metadata, interesting information about the parliament can easily be congregated. In the following examples we have done so with Python scripts that read through the data. Figure 6 shows the number of words spoken each year in parliament. The columns show the division of word count between male and female parliamentarians. The graph shows us that it isn’t until recent years that women have come close to being represented as well as men. By having a gender flag for the parliamentarians, we can study various gender related issues, look into whether men or women are more likely to speak on certain topics, or compare linguistic characteristics or speech length, to name a few. Similar analyses could be done on other parliaments and the comparison could give us valuable insights into gender biases in various countries, at least as they are reflected in parliament.

Enthusiastic followers of the Icelandic parliamentary debates would probably agree that a prominent trait of the Icelandic parliament is that the opposition traditionally speaks more than the ruling coalition, even though there is no tradition for minority coalition governance in Iceland and the
The Independence Party and the Progressive Party usually speak less than the Left Greens and the Social Democrats. This may be because they are more often a part of the ruling coalition. An exception to that in 2009–2013 can be seen clearly in the graph as the parliamentarians of these parties had never before spoken as much. When they came back to power they went back to their old ways.

These are only a few examples of how the data can be analysed. The rich metadata provides abundant research paths for academics and other users to discover.

7. Current and Future Work

While we have published the first version of IGC-Parl6, an annotated corpus of parliamentary speeches enriched with a variety of relevant metadata, work on Icelandic corpus compilation is ongoing. In subsequent versions of IGC-Parl we want to improve on the metadata even further. Speeches from 1991 onwards have a topic classification, but the topics are only listed in Icelandic. We want to translate the topic listings to English in order to make them more useful for non-Icelandic speakers. A new named entity recogniser is being built for Icelandic. We will use that to add named entity annotation to future versions of the corpus. As we do not know the PoS-tagging and lemmatisation accuracy for this particular corpus we plan to manually create a test set that will allow us to measure the accuracy of the automatic tools. As this corpus is somewhat different from the data the PoS-tagger is trained on, we want to investigate whether there are any systemic errors made in the tagging process. If so, we want to try to alleviate them in later versions of the corpus by adjusting the tagger.

6http://hdl.handle.net/20.500.12537/14
The frequency database tool described in Section 5 will get a more user-friendly design and will be optimised for speed. And while the corpus can currently be queried in an n-gram viewer we have plans to allow for more detailed querying, for instance by party affiliation.

Furthermore we intend to add other parliamentary data to the corpus, starting with inquiries and replies to them, resolutions and bills and amendments to them.

As we are trying to adhere to the Parla-CLARIN schema, we will follow the advancement of the scheme and in future versions amend our encoding to be as close to the CLARIN standard for parliamentary corpora as we see fit.

8. Conclusion and Acknowledgements

We have described the compilation of IGC-Parl, the metadata and the composition of the data. The work is funded by the Language Technology Program for Icelandic 2019–2023 (Nikulásdóttir et al., 2020).
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Abstract

The Parliament of the Czech Republic consists of two chambers: the Chamber of Deputies (Lower House) and the Senate (Upper House). In our work, we focus on agenda and documents that relate to the Chamber of Deputies. Namely, we pay particular attention to stenographic protocols that record the Chamber of Deputies’ meetings. Our overall goal is to continually compile the protocols into the TEI encoded corpus ParCzech and make the corpus accessible in a more user friendly way than the Parliament publishes the protocols. In the very first stage of the compilation, the ParCzech corpus consists of the 2013+ protocols that we make accessible and searchable in the TEITOK web-based platform.

Keywords: Parliament of the Czech Republic, Chamber of Deputies, stenographic protocols, TEI encoding, TEITOK

1. Motivation

Parliamentary data is interesting for social and political scientists, data scientists, historians, linguists, journalists and citizens in general. For a wide range of tasks parliamentary data must be easily findable and accessible, encoded according to international standards and, if possible, with rich and correct annotations and metadata. In the fields of Natural Language Processing and Corpus Linguistics, the CLARIN ERIC infrastructure plays a leading role in the task of compilation of parliamentary data into language corpora. They organized the CLARIN-PLUS cross-disciplinary workshop “Working with parliamentary records” held in Sofia, Bulgaria in 2017 that clearly indicated a need for discussion on processing parliamentary data in a wider community. In 2018 the ParlaCLARIN workshop was organized in Miyazaki, Japan and it means a significant step forward in the given discussion (Fišer et al., 2018).

The CLARIN ERIC infrastructure provides the most comprehensive overview of the existing parliamentary corpora and related publications. As of March 2020, there are 34 parliamentary corpora in the overview and its description, size, licence and availability are provided for each of them. In our work we focus on stenographic protocols published by the Chamber of Deputies of the Parliament of the Czech Republic. In the past, two Czech parliamentary corpora have been published: (1) CzechParl is a corpus of stenographic protocols recorded during the meetings of both chambers of the Parliament of the Czech Republic between 1993–2010 (Jakubčíček and Kovář, 2010). This corpus contains 82 million tokens and it is available for on-line searching in SketchEngine; (2) The Czech Parliamentary Meetings corpus consists of the recordings from the Chamber of Deputies of the Parliament of the Czech Republic made between February – August 2011. This corpus contains 88 hours of speech data and their transcriptions. Both the spoken and written data are available for download (Pražák and Šmídl, 2012) and for on-line searching in the KonText concordancer.

Our goal is to make the protocols accessible and searchable in a more user friendly way than the Czech Parliament does. We make them available in the ParCzech corpus that we, in contrast with other corpora in the CLARIN ERIC overview, approach as a live text collection rather than a static collection. This provides interesting aspects of a workflow design, especially into a procedure of regular updates. Regarding data encoding, the works (Erijavec and Pančur, 2019) and (Pančur et al., 2019) inspired us the most. At the same time we looked at the CLARIN ERIC overview from a different angle and created Table 1 including ParCzech.

This paper is organized as follows. In Section 2. we describe the digital repository of the Czech Parliament and the agenda that is available online on the website of the Czech Chamber of Deputies. The details on recording, editing, and publishing the stenographic protocols by the Czech Parliament are explained in Section 3. In Section 4. we describe our procedure to compile the protocols into ParCzech. Section 5. shows how to search ParCzech in the TEITOK web-based platform.

Terminological note The following terms in parliamentary procedures are relevant for our topic. During a term, there are meetings which are a group of sittings and which typically take place in more than one day. For illustration, the 30th meeting in the 8th term of the Czech Chamber of Deputies was a group of 12 sittings. Each meeting has its own agenda and an agenda item is discussed in speeches that can be made at more than one sitting.

---

1https://www.clarin.eu/event/2017/clarin-plus-workshop-working-parliamentary-records
2https://www.clarin.eu/resource-families/parliamentary-corpora
3https://www.sketchengine.eu/czechparl-corpus-of-czech-parliament
5On 28, 29, 30, 31 May and 4, 5, 6, 7, 18, 19, 20, 21 June 2019, see https://www.psp.cz/eknih/2017ps/stenprot/030schuz/index.htm
<table>
<thead>
<tr>
<th><strong>language</strong></th>
<th><strong>corpus (url if cannot be downloaded)</strong></th>
<th><strong>concordancer</strong></th>
<th><strong>format</strong></th>
<th><strong>down</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bulgarian</strong></td>
<td>Corpus of Bulgarian Political and Journalistic Speech (<a href="#">†</a>)</td>
<td><a href="#">●</a></td>
<td>?</td>
<td></td>
</tr>
<tr>
<td><strong>Croatian</strong></td>
<td>Croatian parliamentary corpus ParlaMeter-hr 1.0</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td><strong>Czech</strong></td>
<td>Czech Parliamentary Meeting</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td></td>
<td>CzechParl (<a href="#">†</a>)</td>
<td><a href="#">●</a></td>
<td>?</td>
<td></td>
</tr>
<tr>
<td><strong>ParCzech</strong></td>
<td></td>
<td><a href="#">†</a></td>
<td>TEI</td>
<td>🇨🇿</td>
</tr>
<tr>
<td><strong>Danish</strong></td>
<td>The Danish Parliament Corpus 2009–2017, v1</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td><strong>Dutch</strong></td>
<td>DutchParl</td>
<td><a href="#">●</a></td>
<td>XML</td>
<td>🇳🇱</td>
</tr>
<tr>
<td><strong>English</strong></td>
<td>HanDeSeT: Hansard Debates with Sentiment Tags</td>
<td>Parliamentary Debates on Europe at the House of Commons 1998–2015 (<a href="#">†</a>)</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
</tr>
<tr>
<td></td>
<td>Hansard corpus</td>
<td><a href="#">●</a></td>
<td>?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>UKParl Dataset</td>
<td></td>
<td>?</td>
<td>🇬🇧</td>
</tr>
<tr>
<td><strong>Estonian</strong></td>
<td>Transcripts of Riigikogu (Estonian Parliament)</td>
<td><a href="#">●</a></td>
<td>TEI</td>
<td>🇪🇪</td>
</tr>
<tr>
<td><strong>Finnish</strong></td>
<td>Plenary Sessions of the Parliament of Finland</td>
<td><a href="#">●</a></td>
<td>?</td>
<td>🇫🇮</td>
</tr>
<tr>
<td><strong>French</strong></td>
<td>Archives Parlementaires (<a href="#">†</a>)</td>
<td>Parliamentary Debates on Europe at the Assemblée nationale 2002–2012</td>
<td>TEI</td>
<td>🇫🇷</td>
</tr>
<tr>
<td></td>
<td>ParlAT beta</td>
<td>Parliamentary Debates on Europe at the Bundestag 1998–2015</td>
<td>TEI</td>
<td>🇫🇷</td>
</tr>
<tr>
<td></td>
<td>polmineR corpus</td>
<td><a href="#">●</a></td>
<td>TEI</td>
<td>🇫🇷</td>
</tr>
<tr>
<td><strong>German</strong></td>
<td>Korpusbasierte Analyse österreichischer Parlamentsreden</td>
<td>XML</td>
<td>🇩🇪</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ParlAT beta</td>
<td>CSV</td>
<td>🇩🇪</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parliamentary Debates on Europe at the Bundestag 1998–2015</td>
<td>TEI</td>
<td>🇩🇪</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Speeches of Politicians in the Greek Parliament</td>
<td>TXT</td>
<td>🇬🇷</td>
<td></td>
</tr>
<tr>
<td><strong>Icelandic</strong></td>
<td>The Icelandic Parliamentary Corpus</td>
<td><a href="#">●</a></td>
<td>🇮🇸</td>
<td></td>
</tr>
<tr>
<td><strong>Latvian</strong></td>
<td>LinkedSAEIMA (<a href="#">†</a>)</td>
<td>RDF, CoNLL-U</td>
<td>🇱🇻</td>
<td></td>
</tr>
<tr>
<td><strong>Lithuanian</strong></td>
<td>Lithuanian Parliament Corpus for Authorship Attribution</td>
<td>CSV</td>
<td>🇱🇹</td>
<td></td>
</tr>
<tr>
<td><strong>Norwegian</strong></td>
<td>Proceedings of Norwegian Parliamentary Debates (<a href="#">†</a>)</td>
<td><a href="#">●</a></td>
<td>?</td>
<td>🇳🇴</td>
</tr>
<tr>
<td></td>
<td>Talk of Norway</td>
<td>CSV</td>
<td>🇳🇴</td>
<td></td>
</tr>
<tr>
<td><strong>Polish</strong></td>
<td>Polish Parliamentary Corpus</td>
<td><a href="#">●</a></td>
<td>TEI</td>
<td>🇵🇱</td>
</tr>
<tr>
<td><strong>Portuguese</strong></td>
<td>PTPARL Corpus</td>
<td><a href="#">●</a></td>
<td>TEI</td>
<td>🇵🇹</td>
</tr>
<tr>
<td><strong>Slovenian</strong></td>
<td>Slovenian parliamentary corpus ParlaMeter-sl 1.0</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td></td>
<td>Slovenian parliamentary corpus siParl 1.0</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td></td>
<td>Slovenian parliamentary corpus SlovParl 2.0</td>
<td><a href="#">●</a></td>
<td><a href="#">●</a></td>
<td>TEI</td>
</tr>
<tr>
<td><strong>Swedish</strong></td>
<td>Riksdag’s Open Data</td>
<td><a href="#">●</a></td>
<td>XML</td>
<td>🇸🇪</td>
</tr>
<tr>
<td><strong>7 lang.</strong></td>
<td>The PariSpeech V2 data set</td>
<td><a href="#">●</a></td>
<td>🇸🇪</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: A different view on the overview of parliamentary corpora published by the CLARIN ERIC infrastructure on https://www.clarin.eu/resource-families/parliamentary-corpora as of 27 March, 2020. For each corpus we provide concordancers through which it is available (K-KonText, SE-(no)SketchEngine, Kr-Korp, NKJP, C-Corpuscle, w-dedicated website), its internal format, and an url link if a corpus is available to download. +T by ParCzech stands for KonText+TEITOK.
2. Digital repository of the Czech Parliament

Digital repository of the Parliament of the Czech Republic https://public.psp.cz/en/sqw/bp.sqw?k=82 contains recording of the Assemblies since the earliest time of their existence until the last sitting of parliament. It consists of two parts: Bohemian Diet from its first reported (not directly recorded) acts in 1039 until 1848. Various historical periods have variable recordings, but many do contain transcripts. E.g. for the period 1526–1611 we can see by looking for the first period (1526–1545) (https://public.psp.cz/eknih/snemy/v010/) that there is the first correspondence of the Diet and records of the most important acts, mostly elections of Czech kings. After that the content of each Diet follows. The contents are in form of letters, but they are rather detailed and for most assemblies they consists of dozens of documents, arguments and replies, rather well documenting issues of the assembly. There are excuses for not participating due to sickness, there are king’s proposals for the diet, diet’s replies, e.g. this one concerning help fighting Turks: https://public.psp.cz/eknih/snemy/v11a/. Between the years 1611 and 1847 very few documents have been digitised, although the diet was active for the whole time.

From 1848, when the Austrian parliament was reformed and first members of the Bohemian Diet were elected also from citizens, the parliaments and their chambers of first Austrian, later Czechoslovak, and currently Czech Parliaments are available in the repository: https://public.psp.cz/eknih/index.htm. For all of these parliaments, protocols of each meeting are available in the repository. For the Austrian period the documents are often in German and are more similar to minutes rather than full transcript.6 In general, form and quality of the Austrian era transcripts are very variable, but they might become an interesting resource in future.

Since establishment of the first parliament of the new Czechoslovak Republic in 1918 the available documents are much more extensive. For every sitting, there is a “nest”-style site which has not only full transcripts, but there are also registries of all members of parliament (MOP) and its organs, for each MOP there is a list of their activities in the meetings7, registry of “parliamentary prints”, i.e. documents submitted to the parliament for discussion and vote, etc. lists of committees, and lists of topics in the prints and transcripts. All of these documents are published basically in plain text.5 This structure remains in general constant all the way until 1989, with only a minor addition of additional documents like invitations to parliamentary sessions.

A substantial improvement of the proceedings has occurred with the newly elected House of Deputies for 2006–2010. From the first sitting of this house in addition to transcripts9, which are necessarily edited at least for fluency of spoken language, also the unedited audio recordings of the sessions are available.10 Then from the sitting Senate of 2010–2012 also the Senate has improved their data and their transcripts are available in XML (XHTML) with linked votes, audio and even video recordings.11 A small problem is in the form of published audio and video, which is available for streaming, not for a simple download. However in general we can say that from 2010 all the proceedings of the Parliament of the Czech Republic are available in the rich form of agenda, documents, transcripts of the proceedings, and votes, together with audio recording of the proceedings. All of this can be downloaded from the Digital repository of the Parliament.

3. Stenographic Protocols

The Czech Chamber of Deputies uses stenography to record its meetings like few other countries (Torregrossa, 2016). Stenography allows reporters to take notes during sittings and then they need time to transcribe them listening to the audio recording. The Czech Chamber of Deputies reporters take 10 minute shifts and then they have 80–90 minutes to transcribe their records. The draft versions of stenographic protocols are published online on the same day and it takes several days to do language revisions and get the final versions. Finally the speakers have 2–3 weeks for authorization. Figure 1 presents the protocol that has been already published online but neither correction nor authorization has been done yet.

The language revisions respect differences between spoken and written language. Reporters put focus on incorrect endings and cases, apparently incorrect word order, stuttering, evident slip of the tongue, if not further repaired, excessive use of personal and demonstrative pronouns, word repetition unless it is an intention. On the other hand, editing of factual errors and mistakes is not acceptable. In addition, notes important for capturing the atmosphere of the meeting and the events in the meeting hall are added to the text in brackets only to the extent strictly necessary and as objective as possible. Minor modifications for the purpose of text formatting are permitted. The reporters can neither correct nor replace offensive and indecent words. The speeches

---

6 Some protocols, e.g. 1866, have not been processed via OCR because they are typeset in fraktur (gothic) font. Interestingly, they are detailed stenographic protocols and have been published in parallel in German and Czech.
7 Cf. activities of senators (MOP from the upper chamber) with names starting with ‘E’ in 1925: https://public.psp.cz/eknih/1925ns/se/rejstriki/jmenny/e.htm
8 This level of detail is true for the pre-WWII Czechoslovak parliament and post-war federal parliament. National – Czech and Slovak – assemblies only have transcripts available.
must remain undistorted and authentic regardless of their content and political affiliation of their speakers. Spoken and written language differ in many ways, e.g. speech can use timing, tone, volume, and timbre to add emotional context. In order to provide a complete picture of the event, a corresponding part of the audio recording is available for each stenographic protocol.

Figure 1: Neither correction nor authorisation of the given stenographic protocol published online has been done yet, see the information Nepříslušná jazyková korektura, neautorizováno! at the top of the screenshot.

4. Compiling the Protocols into a Corpus

We take the following steps in order to compile the stenographic protocols of the Czech Chamber of Deputies into the ParCzech corpus:

Study source data We identified what works and what does not work in the protocols of each Chamber of Deputies published during the eight parliamentary terms. Namely we focused on the features of author identification, links to the authors, links to the agenda items, spoken interpolation, availability of audio recordings, browsing the data. Since most of the features work for the protocols between 2013–present we have decided to compile this subset of the protocols first.

Get and encode source data We downloaded the 2013+ protocols and converted them into the ParlaCLARIN TEI based format. Since that moment we call this collection the ParCzech corpus. One TEI document corresponds to one agenda item. We label the documents in a way that describes a hierarchy of terms, meetings, sittings, and agenda items. All meetings are numbered from 001 onwards for each term, sittings from 01 onwards for each meeting, agenda items from 001 onwards for each sitting. For illustration, the document 2013-001-01-005 is a protocol of speeches on the fifth agenda item (005) made in the first sitting (01) of the first meeting (001) of the term that started in 2013 (2013). The document 2013-001-01-003b.u is a protocol of speeches on the third agenda item made in multiple parts and b stands for the second part; the suffix u stands for an unauthorized version.

It may happen that one agenda item is being discussed more than once during a current sitting. In other words, an agenda item discussion can be interrupted with a discussion on a different agenda item. But it does not affect our strategy to store one agenda item in a single TEI document. Sitting openings are stored in single TEI documents. The data scraper is implemented as a Perl script downloading both the newly published protocols (i.e. not authorized yet) and the authorized protocols. The version of 2013–present ParCzech consists of 4,689 TEI documents containing 136,888 speeches, 1,312,797 sentences and 23,560,798 tokens.

The Czech Chamber of Deputies publishes audio recordings as mp3 files on its website. We have not aligned these audio files with the TEI documents yet.

Process ParCzech We enrich ParCzech automatically by morphological and named-entity annotations using the procedures MorphoDita15 and NameTag16, resp. (Straková et al., 2014). We run MorphoDita with the model MorfFlex CZ (Straka and Straková, 2016) and NameTag with the CNEC model (Straka and Straková, 2014). NameTag classifies entities into a set of 42 classes (called “types”) with a very detailed characterization and these fine-grained classes are merged into 7 super-classes (called “super-types”). In comparison with the ParlaCLARIN TEI elements, the repertoire of the NameTag classes is richer and therefore we introduce new TEI elements not included in the ParlaCLARIN TEI format recommendations.

5. ParCzech in TEITOK

TEITOK is a web-based platform for viewing, creating, and editing corpora with both rich textual mark-up and linguistic annotation. It communicates with the KonText search engine allowing evaluation of simple and complex queries, displaying their results as concordance lines, computing frequency distribution and further work with language data. The ParCzech corpus is downloadable and accessible in TEITOK at

http://hdl.handle.net/11234/1-3174

Figure 2 illustrates four different options over which users can browse ParCzech (sitting date, meeting, term, authorized). For example, when browsing over the sitting date users can see that four items of the fifth meeting in the term 2013–2017 were on the agenda on 21 January 2014. TEITOK uses the Corpus Query Processor (CQP) to query corpora in the CQP query language (CQL). Figure 3 illustrates a query builder that provides an easy way to define queries in CQL. At present, users can formulate queries on words, lemma, part-of-speech tags, named entities, and speakers.

---

15http://ufal.mff.cuni.cz/morphodita
16http://ufal.mff.cuni.cz/nameofag
17http://teitok.corpuswiki.org
18https://lindat.mff.cuni.cz/services/
kontext/corpora/corplist
6. Conclusion

Publishing the proceedings in the form of coherent and annotated dataset is also important from the perspective of data accessibility. While the Library of the Parliament of the Czech Republic has done a very good job in publishing all of the material, it is still available in a complicated and easily broken form. Making it all available as not only an online searchable service, but also a downloadable and citable collection available with a PID via a certified data repository will significantly improve the accessibility of the data and its availability for further research.

We have designed and implemented a procedure to compile the Czech stenographic protocols into a corpus which we call the ParCzech corpus. The corpus is accessible and searchable in the TEITOK tool and it is directly downloadable. However, our compilation pipeline is not fully tuned. Mainly we have to concentrate on studying the protocol flow in the Digital repository of the Parliament of the Czech Republic since it affects the procedure of ParCzech regular updates. Once we fix it, we will focus on interlinking ParCzech with other data sources.
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Abstract
Creating, curating and maintaining modern political corpora is becoming an ever more involved task. As interest from various social bodies and the general public in political discourse grows so too does the need to enrich such datasets with metadata and linguistic annotations. Beyond this, such corpora must be easy to browse and search for linguists, social scientists, digital humanists and the general public. We present our efforts to compile a linguistically annotated and semantically tagged version of the Hansard corpus from 1803 right up to the present day. This involves combining multiple sources of documents and transcripts. We describe our toolchain for tagging: using several existing tools that provide tokenisation, part-of-speech tagging and semantic annotations. We also provide an overview of our bespoke web-based search interface built on LexiDB. In conclusion, we examine the completed corpus by looking at four case studies making use of semantic categories made available by our toolchain.

Keywords: Corpus, Construction, Hansard, Semantic Annotation

1. Introduction
Parliamentary discourse is of concern not only to political and linguistic scholars but also social charities and community groups. The transcriptions of speeches and discussions in the UK Houses of Lords and the Commons are better known as Hansard. Recent reports from these proceedings are freely available online. Historical transcriptions are available in the form of the Historical Hansard corpus which includes the transcriptions from 1803-2005. Previously the SAMUELS project has provided a cleaned-up and tagged version of this dataset becomes increasingly relevant and important to improve search functionality and timeliness. This project presents the process, tools and output of our efforts to build a complete corpus of Hansard that contains linguistic and semantic annotations and runs right up to the present day. We also describe how this corpus is made available through a bespoke web-based search interface built on top of the corpus database LexiDB. Through the use of our framework, the latest data from Hansard is continually downloaded, tagged and indexed in the database daily, meaning we have a live version of the parliamentary proceedings that is always up to date.

There are other forms of the Hansard corpus available online. Mark Davies provides access to the historical portion of Hansard up to 2005 through an online interface. The primary advantage over this is our corpus has data from the current parliamentsitting, housesession etc. This made for tagging this corpus (Wattam et al., 2014). As political engagement grows daily alongside the Hansard corpus transcripts, bridging this gap from 2005 to the present and maintaining an up to date, fully tokenised and tagged version of this dataset becomes increasingly relevant and important. Beyond this, such corpora must be easy to browse and search for linguists, social scientists, digital humanists and the general public. We present our efforts to compile a linguistically annotated and semantically tagged version of the Hansard corpus from 1803 right up to the present day. This involves combining multiple sources of documents and transcripts. We describe our toolchain for tagging: using several existing tools that provide tokenisation, part-of-speech tagging and semantic annotations. We also provide an overview of our bespoke web-based search interface built on LexiDB. In conclusion, we examine the completed corpus by looking at four case studies making use of semantic categories made available by our toolchain.

In recent years, more and more nations have had their parliamentary discourse curated into a corpus format. This has inevitably involved various methods of cleaning the source data and transcriptions. Sometimes this is a simple task when the original data is consistently formatted using XML or another easy to interpret format. This may be simply mapping from one format to another such as the case of SLOV-Parl 2.0 (Pančur et al., 2017) converting between HTML and XML. Sometimes the process may be more involved, such as parsing PDF source documents that may be scans of the original handwritten paper transcripts. Transcriptions for UK Hansard are made available online daily and are available in XML format. Although easy to parse, the data within this XML format is not clean and is very sparsely documented with no consistent schema to process many aspects of the documents, particularly regarding the metadata. Previous work on the Parliamentary Discourse and SAMUELS projects have provided a cleaned-up version of the data prior to 2005. This put the data into a single text file per member contribution (speech or similar). The metadata for each contribution was then recorded in a separate TSV (tab-separated values) file containing information such as the member name, date of the contribution, current parliament sitting, house session etc. This made for

\[1\]https://www.gla.ac.uk/schools/critical/research/fundedresearchprojects/samuels/
\[2\]https://www.english-corpora.org/hansard/
\[3\]https://hansard.hud.ac.uk/site/index.php
\[4\]https://hansard.parliament.uk/
\[5\]https://www.gla.ac.uk/schools/critical/research/fundedresearchprojects/parliamentarydiscourse/
\[6\]https://www.gla.ac.uk/schools/critical/research/fundedresearchprojects/samuels/
easier consumption of the source texts for linguistic tagging and annotation whilst still retaining the metadata in a form that could be easily searched and cross-referenced. Other efforts have been made to add semantic topics to British Parliamentary speeches. Research (Nanni et al., 2019) grouping all speeches from the houses into semantic topics based on the content of the contribution provides a means of searching within Hansard for speeches not only based on MP information but also based on the topic discussed. This work utilised the publication of the Hansard corpus from another initiative, TheyWorkForYou7 (run by MySociety8) provides a version of the Hansard transcripts back to 1918 which is cleaned with disambiguated MPs names and affiliations allowing for easier searching of this metadata when compared to that provided in the Historic Hansard corpus from the SAMUELS project.

3. Data collection

The Historical Hansard corpus covers transcriptions from 1803 - 2005 in both the House of Lords and the House of Commons. This data is freely available online4 to anyone who wishes to use it. Previously the historic portion of the Hansard corpus has been processed through Lancaster University’s linguistic toolchain (described below). This historic section of the corpus consists of just under 1.7 billion words (when tokenised through CLAWS) in around 7.5 million files.

For post-2005 data, several sources are available. The parliamentary website provides Atom feeds to allow for daily transcripts to be downloaded, but their API is not particularly useful in retrieving individual speeches from specific dates. TheyWorkForYou provides a means of accessing raw scraped XML from speeches back to 1919 as well as an open-source parser for cleaning the source XML data. Using this as well as a script provided by the Hansard at Huddersfield project all missing data after 2005 was retrieved and added to the original historic data to create a complete corpus of Hansard from 1803 onwards. The additional data consisted of approximately 315 million additional tokens in 4,302 files bringing the total corpus to approximately two billion words (when tokenised through CLAWS) in around 8.8 million files.

For post-2005 data, several sources are available. The parliamentary website provides Atom feeds to allow for daily transcripts to be downloaded, but their API is not particularly useful in retrieving individual speeches from specific dates. TheyWorkForYou provides a means of accessing raw scraped XML from speeches back to 1919 as well as an open-source parser for cleaning the source XML data. Using this as well as a script provided by the Hansard at Huddersfield project all missing data after 2005 was retrieved and added to the original historic data to create a complete corpus of Hansard from 1803 onwards. The additional data consisted of approximately 315 million additional tokens in 4,302 files bringing the total corpus to approximately two billion words (when tokenised through CLAWS) in around 8.8 million files.

The post-2005 data was brought as close as possible to being in line with the format produced from the SAMUELS project for Historic Hansard. Each source XML file contains multiple contributions from a single sitting of one of the houses. Each contribution was split into a separate file (consistent with Historic Hansard). This created around 1.2 million additional files which brought the total number of files in the corpus up to around 8.8 million. Each contribution file is stored in the original plain text as a TXT file and a tagged version in TSV format. TSV files were used as opposed to other XML based formats such as TEI based ParlaClarin format9 to remain consistent with the output of the SAMUELS project. From the source XML file metadata was extracted to produce a similar supplementary TSV as is available with Historic Hansard. From the source XML, the date, member name, current parliament and sitting were extracted. In addition to this, we also extracted the Pimsld (Parliamentary Information Management System ID) as these allow us to link to the open parliament site10 and can provide means of linking to resources on the semantic web.

4. Tool Chain

4.1. Processing pipeline

4.1.1. CLAWS

CLAWS (Constituent Likelihood Automatic Word-tagging System) (Garside, 1987) is a part-of-speech (POS) tagger that also functions as a tokeniser. POS tagging is the most common form of linguistic annotation and CLAWS performs this operation on English text and has been used to tokenise and POS tag many different corpora in the past including the British National Corpus (BNC)11(Leech et al., 1994). CLAWS outputs a vertical format where each line corresponds to a single token (the smallest meaningful unit of text) and includes a POS tag based on the C5 tagset12.

This tagset consists of 62 tag codes e.g. NN1 (singular noun), PNX (reflexive noun) etc. CLAWS has an error-rate of only 1.5%, is the defacto standard for British corpora such as the BNC (Garside and Smith, 1997), Mark Davies’ BYU English corpora and was the tagger used in the SAMUELS project.

4.1.2. USAS

USAS (UCREL Semantic Analysis System) (Rayson et al., 2004) semantically tags text using a semantic tagset13 based on 21 main discourse fields. The major fields include categories such as: emotion, money & commerce, science & technology, food & farming etc. The tagset is tiered with

---

7 http://parser.theyworkforyou.com/hansard.html
8 https://www.mysociety.org/
9 https://github.com/clarin-eric/parla-clarin
10 https://api.parliament.uk/
11 http://www.natcorp.ox.ac.uk/
12 http://ucrel.lancs.ac.uk/claws5tags.html
13 http://ucrel.lancs.ac.uk/usas/semtags.txt

---
each of these main 21 domains containing a number of sub-
groups. In total there are 232 semantic tags. USAS can
make use of CLAWS’ vertical POS tagged output and pro-
duce output in various formats such as TSV. The English
tagger is around 91% accurate, and it has been extended to
multiple languages beyond English (Piao et al., 2016), and
experiments are ongoing to incorporate neural and deep
learning methods (Ezeani et al., 2019).

4.2. Corpus Interface

4.2.1. Overview

The data produced by the above pipeline is then indexed and
stored in a LexiDB (Coole et al., 2016) instance. LexiDB is
used as previous work (Coole et al., 2015) has shown other
database technologies struggle to handle language corpora
of the scale constructed here. LexiDB was specifically de-
signed to handle corpus data in a way that allows it to both
scale-out and be queried in a manner akin to other corpus
data systems. The advantage of LexiDB is as further par-
lamentary data becomes available the database can easily
be added to regularly, even as often as daily. This makes it
feasible to run the processing pipeline whenever new data
becomes available online making for a truly “live”, seman-
tically tagged version of parliamentary debates available at
all times.

4.2.2. Web Interface

A web interface to the LexiDB instance hosting the compiled
data was built to allow access to the full annotated
corpus. This interface allows for several corpus queries to be run;

- Concordance search
- NGrams
- Word Lists
- Collocations
  - Log-likelihood
  - Mutual Information

Each of these query types has various options for filtering
and sorting. Beyond this, a multitude of visualizations are available ranging from
histograms for term occurrence over time to sunburst diagrams for exploring n-grams. Figure 4 shows the web interface.

The search bar allows for all of the annotation layers added
to the data in the processing pipeline to be queried for. The
query syntax takes the form of a regular expression over
token stream and uses JSON query by example objects to
represent tokens. A full in-depth guide to this syntax is avail-
able online. The syntax will seem intuitive to corpus lin-
guists and those already familiar with CQL (Corpus Query
Language) used by CWB, CQPweb and SketchEngine, al-
though the syntax differs from CQL in many ways, it is a result of combining JSON and regular expression syntax.

Figure 2: Semantic Category Y (Science & Technology)

5. Semantic Exploration

With the corpus complete and semantic tags available from 1803 onwards, we can examine various changes in the discoursed based on the semantic categories available to us. In this vein, we look at four case studies examining the change in these semantic domains within both houses over time.

5.1. Science & Technology

The first semantic category examined is Science & Tech-

tology (Y*). This category includes two tags; Science &
technology in general (Y1) and Information technology and
computing (Y2). Figure 2 illustrates the change in this cat-

gory over time. The plot is based on sub-sampling around
500 contributions per year and then the frequency is nor-
malized as a proportion of all semantic tags that year. We
can see a general trend that the discourse across both houses
is becoming more and more frequently part of this semantic
category. Digging beyond this we can observe how varia-
tions or spikes in the normalised frequency become bigger
the later in the corpus we go. This could suggest Science &
Technology can become hot topics of debate coinciding
with major world incidence or advances in technology. Each
of these spikes could be analysed in turn to examine what
may have caused the discourse to shift towards this category
at that time.

5.2. Numbers & Measurement

Numbers & Measurements (USAS tagged N***) contains various tags relating to maths and measurements; Mathem-
atics (N2), Measurement: Distance (N3.3), Measurement:
Area (N3.6) etc. Interestingly when comparing the semantic
category of Science & Technology to that of Numbers & Measurement (Figure 3) we find that the trend of the nor-
malised frequency of both generally increasing over time is
ture up until the late 20th century. Alarmingly at this point,
the usage of numbers and measurements in both houses drops (proportionally to other semantic categories). One
might expect as society moves towards greater scientific and
 technological understanding that there would be a continued
increase in usage of specific measurements and statistics in
discourse. This sudden decline entering the 21st century could indicate that politicians are becoming less precise when discussing issues and policies and not using precise figures, measurements or estimates and using vaguer language.

5.3. War & Warfare
The semantic category G3 (Warfare, defence and the army; weapons) is shown in the interface’s histogram visualization[18]. This category represents a wider semantic field compared to the word “war” and the trends between this term and the semantic category can be compared over time. As can be seen in Figure 4 both the semantic category and the term “war” have peaks around both world wars as would be expected. Interestingly though through the latter part of the 20th century the G3 semantic category noticeably rises to a greater extent than the term “war”, this could be investigated further through a concordance analysis as to why politicians are speaking more about topics relating to war than specifically mentioning “war”, or are using terms metaphorically. This is a good example of the kind of exploration of this corpus that is possible with our web interface.

5.4. COVID-19
Another visualization possible through our web interface is the ability to produce word clouds based on collocation metrics. Figure 5 shows a word cloud based on a general search for coronavirus; (covid|COVID)-19|Coronavirus and using the log-likelihood metric for collocations around this search term, the higher the metric the larger word appears. This includes the top 150 collocations of the search and is a good starting point for linguists to explore what is being said in this area before performing a more fine-grained analysis.

6. Conclusion
We have presented here our research to update the UK Hansard corpus. Our main contributions are: 1) a fully tagged version of the Hansard corpus from 1803 up to the present data that is tokenised, POS tagged and semantically annotated 2) an NLP framework for annotation that can be fully automated and will be used going forward to keep our linguistically annotated version of the Hansard corpus up to date with new data as transcriptions from parliament become available daily 3) a search interface that allows for linguistic queries to be performed against the corpus as well as providing visualizations to better understand changes in political discourse over time. We will also make the entire semantically tagged corpus available for download through a link on our web interface page[19], observing the same licences as for the untagged data.
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Abstract

The paper describes the process of acquisition, up-translation, encoding, annotation, and distribution of siParl, a collection of the parliamentary debates from the Assembly of the Republic of Slovenia 1990–2018, covering the period from just before Slovenia became an independent country in 1991, and almost up to the present. The entire corpus, comprising over 8 thousand sessions, 1 million speeches and 200 million words was uniformly encoded in accordance with the TEI-based Parla-CLARIN schema for encoding corpora of parliamentary debates, and contains extensive meta-data about the speakers, a typology of sessions etc. and structural and editorial annotations. The corpus was also linguistically annotated using state-of-the-art tools. siParl is open source and maintained on GitHub with its major versions archived in the CLARIN.SI repository. It is also available for linguistic and content analysis through the on-line CLARIN.SI concordancers, thus offering an invaluable resource for scholars studying Slovenian political history.

Keywords: Slovenian parliamentary corpus, Text Encoding Initiative, StanfordNLP

1. Introduction

The unique content, structure and language of records of parliamentary debates are all factors make them an important object of study in a wide range disciplines in digital humanities and social sciences, such as political science (Van Dijk, 2010), sociology (Cheng, 2015), history (Pančur and Šorn, 2016), discourse analysis (Hirst et al., 2014), sociolinguistics (Rheault et al., 2016), and multilinguality (Bayley, 2004). Despite the fact that parliamentary discourse has become an increasingly important research topic in various fields of digital humanities and social sciences in the past 50 years (Chester and Bowring, 1962; Franklin and Norton, 1993), it has only recently started to acquire a truly interdisciplinary scope (Bayley, 2004). Recent developments enable cross-fertilization of linguistic studies with other disciplines and in-depth exploration of institutional uses of language, interpersonal behavior patterns, interplay between language-shaped facts, and reality-prompted language ritualisation and change (Ihalainen et al., 2016).

The most distinguishing characteristic of records of parliamentary debates is that they are essentially transcriptions of spoken language produced in controlled and regulated circumstances. For this reason, they are rich in invaluable (sociodemographic) meta-data. They are also easily available under various Freedom of Information Acts set in place to enable informed participation by the public and to improve effective functioning of democratic systems, making the datasets even more valuable for researchers with heterogeneous backgrounds.

This has motivated a number of national as well as international initiatives (for an overview, see Fišer and Lenardič (2018)) to compile, process and analyze parliamentary corpora. They are available for most European countries, with the UK’s Hansard Corpus being the largest (1.6 billion tokens) and spanning the longest time period (1803–2005) while corpora from other countries are significantly smaller (most comprise between 10 and 100 million tokens) and cover significantly shorter periods (mostly from the 1970s onward).

There have also been two parliamentary corpora compiled in Slovenia, in particular the SlovParl corpus (Pančur et al., 2018) with about 10 million words, which contains minutes of the Assembly of the Republic of Slovenia for the legislative period 1990–1992 when Slovenia became an independent country, and the Parlameter corpus (Fišer et al., 2019) with about 40 million words, which covers the seventh mandate (2014–2018) of the Slovenian parliament. Both corpora are available under CC BY licences via the CLARIN.SI repository of language resources (Pančur et al., 2017; Dobranić et al., 2019).

In this paper we present the siParl corpus, which was made using the same basic workflow as for the SlovParl corpus, but encompasses, in addition to SlovParl, i.e. the period 1990–1992, also all the years up to 2018, leading to an (almost) comprehensive Slovenian parliamentary corpus, with close to 200 million words, making it one of the larger available parliamentary corpora.

Version 1.0 of this corpus was compiled and made available in the CLARIN.SI repository in 2019 (Pančur et al., 2019), while in this paper we present siParl version 2.0, which is also available in the repository (Pančur et al., 2020) and includes the same text but, in contrast to version 1.0, has much improved manually checked metadata, has been re-encoded to comply with the Parla-CLARIN recommendation for encoding of parliamentary corpora (Erjavec and Pančur, 2019), and has been newly linguistically annotated using state-of-the-art tools.

The rest of the paper is structured as follows: Section 2. overviews the compilation of the corpus and gives information on the corpus structure and size, Section 3. introduces the Parla-CLARIN encoding of the corpus, Section 4. explains its linguistic annotation, Section 5. describes how the corpus is distributed, and Section 6. gives some conclusions and directions for further research.

2. Corpus compilation and structure

In the design of siParl corpus, we attempted to satisfy the following desiderata:
1. **Multidisciplinary**: The corpus must be useful for as many disciplines as possible. To attain this goal, the siParl corpus (as well as this paper) was created in close cooperation between the Slovenian DARIAH and CLARIN infrastructures.

2. **All-inclusive**: In addition to parliamentary debates, other types of parliamentary papers are also planned to be included.

3. **Long-term**: Since such large-scale plans can’t be realized during the period of a short-term research project, these activities should be financed as part of the work of long-term research infrastructures.

4. **Open science**: All previous principles can be optimally realized in accordance with the principles of open science, i.e. the corpus should be made available under FAIR principles3.

The transcriptions of parliamentary debates of the National Assembly of the Republic of Slovenia are available as HTML files on the web pages of National Assembly2. With the help of BeautifulSoup3 and Python we scraped the wanted data from their website. The uniform structure of documents with parliamentary debates is, in principle, well suited for automatic annotation. However, for the case of our source documents, it turned out that the HTML files for the period 1990–1996 do not contain born-digital text, thus being differently structured from the rest and had to be processed separately. The later documents also have problematic HTML markup, as layout and other typographical aspects of source text (bold, italic, underline, indent, uppercase, punctuation, spacing) are not always consistently applied. Therefore, when converting from HTML to XML, a rather complex and very time-consuming (the effort estimated at about 1.2 FTE) semi-automatic annotation needed to be performed in several steps, where each step contained:

1. developing XSLT stylesheets for automatic annotation;
2. developing XPath and regular expressions to search for annotation errors;
3. manual correction of identified errors.

It should also be noted that significant effort was invested in obtaining speaker metadata, such as their place and date of birth, the chronology of their party membership, link to their Wikipedia article etc., and that this information is also included in the corpus.

Parliamentary debates for a particular nation typically have a quite uniform structure, which fluctuates very little in time (Marx, 2009) and this also applies to Slovenian parliamentary debates. By analysing representative samples we arrived at the following general structure of parliamentary proceedings, given below with the minimal and maximal occurrences of structural elements:

<table>
<thead>
<tr>
<th>Level</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legislative periods</td>
<td>8</td>
</tr>
<tr>
<td>Sessions</td>
<td>8,571</td>
</tr>
<tr>
<td>Days</td>
<td>11,351</td>
</tr>
<tr>
<td>MPs</td>
<td>660</td>
</tr>
<tr>
<td>Speeches</td>
<td>8,418</td>
</tr>
<tr>
<td>Words</td>
<td>1,083,233</td>
</tr>
<tr>
<td>Tokens</td>
<td>1,952,966,618</td>
</tr>
<tr>
<td>Sentences</td>
<td>1,019,550</td>
</tr>
<tr>
<td>Words</td>
<td>195,296,618</td>
</tr>
<tr>
<td>Tokens</td>
<td>228,152,632</td>
</tr>
</tbody>
</table>

Table 1: Basic statistics of the corpus

- Document (1, n)
  - Table of contents (0, 1)
  - List of speakers (0, 1)
  - Index (0, 1)
  - Annex (0, n)
  - Meeting (1, n)
    - Non-verbal content (0, n)
    - Topic (1, n)
    - Non-verbal content (0, n)
    - Speech (1, n)
    - Non-verbal content (0, n)
    - Paragraph (1, n)
    - Non-verbal content (0, n)

However, inside this general structure, that of individual documents is very flexible. They might contain all meetings of all parliamentary chambers in one year, one meeting that lasts for several days, or only one day of an interrupted meeting. A document may contain the table of contents, the list of speakers, the topic index and annexes (session papers, legislation), or these might be present in separate documents. Non-verbal content of parliamentary debates (i.e. metadata about the transcription, such as information about the meeting and chairperson, outcome of a vote, actions like applause, etc.) can be present anywhere in the structure of the meeting. Transition from one topic to another can occur during the chairman’s speech.

On the basis of the encoded corpus we computed some basic statistics over siParl, which are given in Table 1. The first part of the table contains a summary of the main aspects of the corpus, with the number of words encompassing the complete corpus. The second part concerns the summary of the automatic linguistic annotation (further detailed in Section 4.), where it should be noted that this annotation was preformed only on the transcription proper, i.e. the non-verbal content was omitted from this annotation.

Table 2 gives similar information but separately for each of the eight legislative periods, where we also make the split between the sittings of the National Assembly and that of other working bodies, such as various commissions; for these we give the number of such bodies for each period. It should be noted that the “Words” column here contains all the text, including that of non-verbal items.

---

3https://www.go-fair.org/fair-principles/
2https://www.dz-rs.si
1https://www.crummy.com/software/BeautifulSoup/
### 3. Corpus encoding

As mentioned, many researchers have already compiled corpora of parliamentary proceedings. However, these corpora are encoded in a variety of different annotation schemes, limiting their interchange and re-use. In order to overcome this problem, the CLARIN research infrastructure organised a workshop in 2019\(^5\) at which the idea and draft of a common annotation scheme for encoding corpora of parliamentary proceedings was introduced. The participants presented their own experiences with encoding parliamentary corpora and gave their comments to the draft proposal. On this basis, guidelines and an XML schema, called Parla-CLARIN, were developed (Erjavec and Pančur, 2019), meant for encoding of parliamentary corpora and gave their comments to the draft proposal. On this basis, guidelines and an XML schema, called Parla-CLARIN, was developed (Erjavec and Pančur, 2019), which is meant for encoding of parliamentary corpora for the purposes of scholarly investigations, and that could serve as a common storage and interchange format for such corpora. These recommendations attempt to take into account the following aspects of parliamentary corpora:

- Structure: legislative periods, sessions, topics, speeches, transcription variants
- Metadata: mandates, titles, parliamentary bodies, locations, dates and times
- Speakers: sex, date of birth, education, party membership, links to external resources
- Political parties: name(s), history, relations
- Speeches: speaker, text, comments, verbal and non-verbal interruptions

- Linguistic annotation: PoS tagging, word normalisation, named entity tagging, syntactic parsing etc.
- Multimedia: audio and video, facsimile of original transcript

The Parla-CLARIN recommendations are implemented as a parameterisation of the TEI Guidelines (TEI Consortium, 2011), which are XML-based recommendations for encoding texts for scholarly purposes. As opposed to most other such recommendations, the TEI Guidelines have the ambition to be applicable to texts in any language, of any date, and without restriction on form or content. There are a number of advantages of taking the TEI as the foundation of Parla-CLARIN. The recommendation does not need to specify and document a large number of elements, but only narrow down the choices offered by TEI and exemplify their use on concrete examples. As the CLARIN workshop showed, a number of existing parliamentary corpora are already encoded in some variant of TEI, making the conversion into a common TEI based-format much easier. The TEI parameterisation proposed for Parla-CLARIN allows a wide range of parliamentary proceedings to be encoded, while making explicit recommendations on the manner of encoding various phenomena.

Parla-CLARIN is written as a TEI ODD document, i.e. as a TEI document that contains both explanatory prose and the definition of the schema in the TEI ODD language. This document can be automatically converted either to a HTML view of the prose and schema parts, and to an XML schema. The recommendations are maintained on GitHub\(^5\) from where they can be cloned, or read on the equivalent github.io pages.

---

\(^5\)https://www.clarin.eu/blog/clarin-parlaformat-workshop

\(^5\)https://github.com/clarin-eric/parla-clarin/

### Table 2: Basic statistics regarding different legislative periods

<table>
<thead>
<tr>
<th>Legislative period</th>
<th>Organisation</th>
<th>No. of organisations</th>
<th>Sessions</th>
<th>Days</th>
<th>Speakers</th>
<th>MPs</th>
<th>Items of agenda</th>
<th>Speeches</th>
<th>Non-verbal items</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990—1992</td>
<td>National Assembly</td>
<td>3</td>
<td>234</td>
<td>608</td>
<td>521</td>
<td>242</td>
<td>5,154</td>
<td>59,062</td>
<td>120,824</td>
<td>11,131,908</td>
</tr>
<tr>
<td>1992—1996</td>
<td>National Assembly</td>
<td>1</td>
<td>94</td>
<td>462</td>
<td>315</td>
<td>101</td>
<td>2,864</td>
<td>66,555</td>
<td>152,698</td>
<td>11,098,884</td>
</tr>
<tr>
<td>1996—2000</td>
<td>National Assembly</td>
<td>1</td>
<td>76</td>
<td>430</td>
<td>359</td>
<td>105</td>
<td>3,256</td>
<td>55,852</td>
<td>133,164</td>
<td>10,763,395</td>
</tr>
<tr>
<td>2000—2004</td>
<td>National Assembly</td>
<td>1</td>
<td>89</td>
<td>303</td>
<td>296</td>
<td>105</td>
<td>2,636</td>
<td>56,157</td>
<td>91,089</td>
<td>10,358,962</td>
</tr>
<tr>
<td>2004—2008</td>
<td>National Assembly</td>
<td>1</td>
<td>82</td>
<td>283</td>
<td>237</td>
<td>102</td>
<td>2,770</td>
<td>63,443</td>
<td>79,326</td>
<td>13,312,828</td>
</tr>
<tr>
<td>2008—2011</td>
<td>National Assembly</td>
<td>1</td>
<td>129</td>
<td>1,405</td>
<td>1,291</td>
<td>102</td>
<td>4,855</td>
<td>126,014</td>
<td>187,105</td>
<td>16,408,922</td>
</tr>
<tr>
<td>2011—2014</td>
<td>National Assembly</td>
<td>1</td>
<td>1,211</td>
<td>1,300</td>
<td>1,886</td>
<td>101</td>
<td>4,779</td>
<td>115,260</td>
<td>175,972</td>
<td>18,323,287</td>
</tr>
<tr>
<td>2014—2018</td>
<td>National Assembly</td>
<td>1</td>
<td>1,040</td>
<td>288</td>
<td>207</td>
<td>101</td>
<td>2,809</td>
<td>52,268</td>
<td>61,837</td>
<td>14,516,417</td>
</tr>
</tbody>
</table>

---

\(^5\)https://www.clarin.eu/blog/clarin-parlaformat-workshop

---

\(^5\)https://github.com/clarin-eric/parla-clarin/
The presented siParl corpus is the first complete corpus that has been encoded according to the Parla-CLARIN recommendation, also in the hope that it will serve as a best-practice exemplar. Of course, siParl does not contain all the encoding supported by the Parla-CLARIN recommendation (e.g. multimedia, verbal interruptions), however, it does have rich metadata and linguistic annotation, so it can serve as a good example for the encoding recommendation.

We next give some examples from the Parla-CLARIN encoded corpus. First, complex metadata is encoded in various elements available in the teiHeader element, such as taxonomies and various types of lists offered by TEL. Figure 1 gives the example of the start of the event list element that contains the Slovene and English names of the eight legislative periods, treated as events, and their start and end dates; crucially, each period is also given its ID, which can then be referred to by other elements.

Figure 2 illustrates the encoding of speakers, where, again, each person is given their ID that can then be referred to in the speeches, and then contains the person’s basic metadata and their chronologically marked role(s) in the parliament with — where relevant — party affiliation(s), followed by links to external resources, in particular, Wikipedia articles in Slovene and, where available, also in English.

Figure 3 gives the encoding of one political party with its ID, name in Slovene and English, its acronym, the period of its existence, and link(s) to Wikipedia articles.

Finally, Figure 4 gives the start of the body of one parliament session. The non-verbal events, i.e. transcription metadata is encoded in the note element, which are of various types, e.g. the first one giving the time when the session came to order and the second introducing the speaker. Each speech is marked by the utterance element, which gives the reference to the ID of the speaker and, in the analysis attribute, the reference to the role of the speaker inside the session.

Each speech is divided into segments, i.e. paragraphs as distinguished in the source transcriptions. These, in siParl, then have pure textual content with the exception of the gap element, which indicates that a part of the speech is missing, also giving the reason.

4. Linguistic annotation

The siParl corpus is available in two variants. The first, as introduced in the previous section, and maintained on GitHub, contains meta-data, structural annotations, non-verbal items and speeches, and the plain-text of their segments. The second version is identical to the first, except that the segments have been linguistically annotated: each is tokenised, sentence segmented, part-of-speech tagged, lemmatised, parsed, and tagged with named entities. Such annotations significantly expand the possibilities of corpus analysis, in particular they allow to mount the corpus into...
web-based concordancers, such as those of the CLARIN.SI infrastructure, which then support complex queries over sequences of token annotations and displaying their concordancers, frequency lists, keyword lists of selected parts of the corpus based on the metadata etc.

The main linguistic annotation of the corpus was performed by CLASSLA-StanfordNLP7 (Ljubešić and Dobrovoljc, 2019), a fork of the well-known StanfordNLP library8 (Qi et al., 2018), which, inter alia, supports part-of-speech tagging, lemmatisation and dependency parsing. As opposed to StanfordNLP, the CLASSLA-StanfordNLP fork introduces some extensions, such as using an external dictionary while performing lemmatisation, and training the tagger and lemmatiser on more data than available in Universal Dependencies treebanks. The CLASSLA-StanfordNLP pipeline obtains significantly better performance than previous tools for Slovenian, e.g. the accuracy of predicting the fine-grained PoS tags was improved from the previous 94.21% (using a CRF tagger trained on the same resources) to 97.06%.

We have annotated the corpus for fine-grained part-of-speech, i.e. morphosyntactic descriptions (MSD) using the MULTTEXT-East9 (Erjavec, 2012) schema for Slovenian, as well as with the part-of-speech and morphological features in the Universal Dependencies formalism for Slovenian (Dobrovoljc et al., 2017). The corpus was also lemmatised, important for Slovenian, as it is a highly inflecting language. Finally, the tool also parsed the corpus using the Universal Dependencies formalism. The CLASSLA-StanfordNLP models used for morphosyntactic annotation, lemmatisation and parsing are available from the CLARIN.SI repository (Ljubešić, 2020c; Ljubešić, 2020b; Ljubešić, 2020a).

The corpus was also annotated for named entities, using the Janes-NER tool10, which is CRF-based and uses a rather standard feature set relevant for identifying named entities, as well as distributional information in form of Brown clusters (Brown et al., 1992). The evaluation of the tool (Fišer et al., 2018) showed that it has an average F1 score of 0.69, with the “other” class having the lowest F1 = 0.30, followed by organisations with F1 = 0.56, locations with F1 = 0.80, and the person class having the highest F1 = 0.92.11

Figure 5 illustrates the encoding of segments with added linguistic analyses. Each segment is composed of sentences, and these of words and punctuation symbols; the fact that adjacent tokens are not separated by a space is indicated by the join attribute. Each token is then annotated by its MULTTEXT-East MSD as the value of the ana attribute and using the extended pointer syntax offered by TEI; in short, an MSD with the “mte” prefix in effect points to the definition of the MSD which gives its decomposition into a feature structure containing its attributes and their values. The Universal Dependencies annotation is given as the value of the msd attribute. The syntactic dependencies are stored in the link element group, which contains links that connect the head and argument of the dependency relation, itself given in the ana attribute; again, the extended pointer syntax is used, to point to the full name of each relation.

The main linguistic annotation of the corpus was performed by CLASSLA-StanfordNLP7 (Ljubešić and Dobrovoljc, 2019), a fork of the well-known StanfordNLP library8 (Qi et al., 2018), which, inter alia, supports part-of-speech tagging, lemmatisation and dependency parsing. As opposed to StanfordNLP, the CLASSLA-StanfordNLP fork introduces some extensions, such as using an external dictionary while performing lemmatisation, and training the tagger and lemmatiser on more data than available in Universal Dependencies treebanks. The CLASSLA-StanfordNLP pipeline obtains significantly better performance than previous tools for Slovenian, e.g. the accuracy of predicting the fine-grained PoS tags was improved from the previous 94.21% (using a CRF tagger trained on the same resources) to 97.06%.

We have annotated the corpus for fine-grained part-of-speech, i.e. morphosyntactic descriptions (MSD) using the MULTTEXT-East9 (Erjavec, 2012) schema for Slovenian, as well as with the part-of-speech and morphological features in the Universal Dependencies formalism for Slovenian (Dobrovoljc et al., 2017). The corpus was also lemmatised, important for Slovenian, as it is a highly inflecting language. Finally, the tool also parsed the corpus using the Universal Dependencies formalism. The CLASSLA-StanfordNLP models used for morphosyntactic annotation, lemmatisation and parsing are available from the CLARIN.SI repository (Ljubešić, 2020c; Ljubešić, 2020b; Ljubešić, 2020a).

The corpus was also annotated for named entities, using the Janes-NER tool10, which is CRF-based and uses a rather standard feature set relevant for identifying named entities, as well as distributional information in form of Brown clusters (Brown et al., 1992). The evaluation of the tool (Fišer et al., 2018) showed that it has an average F1 score of 0.69, with the “other” class having the lowest F1 = 0.30, followed by organisations with F1 = 0.56, locations with F1 = 0.80, and the person class having the highest F1 = 0.92.11

Figure 5 illustrates the encoding of segments with added linguistic analyses. Each segment is composed of sentences, and these of words and punctuation symbols; the fact that adjacent tokens are not separated by a space is indicated by the join attribute. Each token is then annotated by its MULTTEXT-East MSD as the value of the ana attribute and using the extended pointer syntax offered by TEI; in short, an MSD with the “mte” prefix in effect points to the definition of the MSD which gives its decomposition into a feature structure containing its attributes and their values. The Universal Dependencies annotation is given as the value of the msd attribute. The syntactic dependencies are stored in the link element group, which contains links that connect the head and argument of the dependency relation, itself given in the ana attribute; again, the extended pointer syntax is used, to point to the full name of each relation.

The main linguistic annotation of the corpus was performed by CLASSLA-StanfordNLP7 (Ljubešić and Dobrovoljc, 2019), a fork of the well-known StanfordNLP library8 (Qi et al., 2018), which, inter alia, supports part-of-speech tagging, lemmatisation and dependency parsing. As opposed to StanfordNLP, the CLASSLA-StanfordNLP fork introduces some extensions, such as using an external dictionary while performing lemmatisation, and training the tagger and lemmatiser on more data than available in Universal Dependencies treebanks. The CLASSLA-StanfordNLP pipeline obtains significantly better performance than previous tools for Slovenian, e.g. the accuracy of predicting the fine-grained PoS tags was improved from the previous 94.21% (using a CRF tagger trained on the same resources) to 97.06%.

We have annotated the corpus for fine-grained part-of-speech, i.e. morphosyntactic descriptions (MSD) using the MULTTEXT-East9 (Erjavec, 2012) schema for Slovenian, as well as with the part-of-speech and morphological features in the Universal Dependencies formalism for Slovenian (Dobrovoljc et al., 2017). The corpus was also lemmatised, important for Slovenian, as it is a highly inflecting language. Finally, the tool also parsed the corpus using the Universal Dependencies formalism. The CLASSLA-StanfordNLP models used for morphosyntactic annotation, lemmatisation and parsing are available from the CLARIN.SI repository (Ljubešić, 2020c; Ljubešić, 2020b; Ljubešić, 2020a).

The corpus was also annotated for named entities, using the Janes-NER tool10, which is CRF-based and uses a rather standard feature set relevant for identifying named entities, as well as distributional information in form of Brown clusters (Brown et al., 1992). The evaluation of the tool (Fišer et al., 2018) showed that it has an average F1 score of 0.69, with the “other” class having the lowest F1 = 0.30, followed by organisations with F1 = 0.56, locations with F1 = 0.80, and the person class having the highest F1 = 0.92.11

Figure 5 illustrates the encoding of segments with added linguistic analyses. Each segment is composed of sentences, and these of words and punctuation symbols; the fact that adjacent tokens are not separated by a space is indicated by the join attribute. Each token is then annotated by its MULTTEXT-East MSD as the value of the ana attribute and using the extended pointer syntax offered by TEI; in short, an MSD with the “mte” prefix in effect points to the definition of the MSD which gives its decomposition into a feature structure containing its attributes and their values. The Universal Dependencies annotation is given as the value of the msd attribute. The syntactic dependencies are stored in the link element group, which contains links that connect the head and argument of the dependency relation, itself given in the ana attribute; again, the extended pointer syntax is used, to point to the full name of each relation.

5. Availability and maintenance
In accordance with our fourth basic principle (open science), we have made sure that the corpus is openly available, can be further developed in a collaborative fashion, has been converted into several immediately usable formats and, for the purposes of digital humanities and social sciences, also available through web applications. As mentioned, the plain text version of the Parla-CLARIN encoded corpus is accessible and maintained on the DARIAH-SI GitHub repository11. This is also the place for users to post issues about the corpus or even send pull requests. It should be noted that while this project does not, due to its size, contain the linguistically annotated corpus, it does contain a folder with example documents and the scripts for annotation and conversion. As mentioned, the major 2.0 version of the corpus is also available via the CLARIN.SI repository12 (Pančur et al.,

---

7https://github.com/clarinsi/classla-stanfordnlp
8https://stanfordnlp.github.io/
9http://nl.ijs.si/ME/
10https://www.github.com/clarinsi/janes-ner
11https://github.com/DARIAH-SI/siParl
12http://hdl.handle.net/11356/1300
In further work we plan to extend the corpus in three directions: include in it, in addition to the parliamentary debates, also other types of parliamentary papers, such as voting results, legislation, and summary records of meetings; extend it to include the materials from 2019 and 2020; and to include materials from before 1991, i.e. from the time when Slovenia was a part of the Socialist Republic of Yugoslavia. We also plan to further refine the encoding in combination with updating the Parla-CLARIN recommendation, which might become necessary when we consider other corpora of parliamentary debates to be included as exemplars for the proposed encoding.

Finally, we plan to make some effort in popularising the corpus among potential users from the fields of history, political science and linguistics, using the DARIAH-SI and CLARIN.SI dissemination networks and various local events.
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Abstract
We show that it is straightforward to train a state of the art named entity tagger (spaCy) to recognize political actors in Dutch parliamentary proceedings with high accuracy. The tagger was trained on 3.4K manually labeled examples, which were created in a modest 2.5 days work. This resource is made available on github. Besides proper nouns of persons and political parties, the tagger can recognize quite complex definite descriptions referring to cabinet ministers, ministries, and parliamentary committees. We also provide a demo search engine which employs the tagged entities in its SERP and result summaries.

Introduction
Parliamentary proceedings containing edited verbatim transcripts of debates can be seen as semi-structured documents which convey who said what (to whom) and in which capacity. Much of the work around ParlaClarin has been devoted to 1) extracting this structure from un- or partially structured textual formats like PDF, HTML or Word, and 2) defining an XML schema in which this structure can be encoded in an efficient manner preferably fitting every possible proceedings format. Several projects have shown that this extraction process is feasible for large diachronic corpora (Beelen et al., 2017; Palmirani and Vitali, 2011; Marx et al., 2010; Fišer et al., 2018; Blätte and Blessing, 2018). The main reason that this can be done is that parliamentary proceedings are predominantly based on the Hansard model, and tend to change very little during the years.

So the problem of who says what has been solved and we can ask complex information retrieval queries like when did members from party X start speaking about immigration? But we cannot yet ask the similar structured query which asks for speeches about immigration and mentioning a member of party X. This query is difficult because of two reasons: 1) member of party X refers to a set of persons which changes over time, and 2) these persons can be named in a number of different ways. The first problem can be solved using a parliamentary database indicating who was a member of which party in which period. The second is harder, especially in politics in which speakers can be rather creative in naming fellow MPs. The problem of “who mentions whom” can be solved using named entity recognition techniques (Cardie and Wilkerson, 2008; Lample et al., 2016) and then these recognized entities can be used in search systems following techniques from entity oriented information retrieval (Balog, 2018). In this paper we show that this process is feasible with off-the-shelf NLP and IR technology with a modest investment in creating training material. Concretely, the research described here is done to answer the following two questions:

1. How effective and accurate are off-the-shelf named entity recognition techniques when applied to parliamentary proceedings?
2. How easily can named entity annotations in parliamentary proceedings be integrated in a parliamentary search engine (both indexing and SERP), and how useful is this extra layer of meta data?

Main findings
An out of the box NER engine like spaCy3 trained on a newspaper corpus performs very poorly on Dutch proceedings. However, creating a training corpus which generalizes well and leads to quite acceptable recognition scores is feasible in a few days work and can be done by non experts.

The recognized entities are not just named entities but also the more interesting (especially in proceedings) definite descriptions referring to political actors like ministers of X or committees on Y, which are annotated as persons and organizations, respectively.

Next to political actors we also showed that recognizing other entities like monetary amounts and laws is feasible. Incorporating named entity information in an existing Elastic Search search engine is straightforward both for indexing and improving the search engine result page (SERP). Easily implemented features include faceted search using entities, highlighting of entities in search snippets, entity histograms (“entity clouds”), and diachronic histograms of entities (like Google ngram viewer).

A panel of 3 academic parliamentary historians rated the extra search engine functionality based on the extracted political actors on average with a 7.5 on a scale between 1 and 10.

Resources
The manually annotated set of sentences used to train the NER tagger is available at https://github.com/maartenmarx/DutchParlNer. A search engine for Dutch parliamentary proceedings which employs the tagged entities is located at http://ner.politicalmashup.nl.

---

1We put the to whom in between brackets because this is not in all cases obvious. In the Dutch proceedings of plenary debates it is however clear who is interrupting whom and complete interruptions (and answers from the MP or cabinet member who was interrupted) are transcribed.

2For instance, in the UK, “the Honourable Member for…” followed by the name of their constituency or as either “the Honourable gentleman” or “the Honourable lady”. If the MP being addressed is a member of the same party they are referred to as “my Honourable friend”. See http://news.bbc.co.uk/democracylive/hl/guides/newsid_8200082149.stm.
Related work

Named entity recognition (NER) is a key task for many information processing algorithms like question answering and relation extraction, and has been studied in several evaluation platforms like CoNLL and MUC. We refer to (Nadeau and Sekine, 2007) for an older survey covering the traditional techniques (rule based, learned classifiers, conditional random fields) and to (Lample et al., 2016) for a survey covering the newer neural approaches based on transfer learning and word embeddings.

A common problem with NER taggers is that they perform often very well on the type of data on which they are trained, but perform (very) poorly on data from another domain. This has been observed for the special domain of parliamentary proceedings and led to several papers describing special approaches, which we will reference here. (Grover et al., 2008) describes a rule based system developed for OCRred historical documents which is tested on UK Hansard proceedings from the period 1814-1817. (Bick, 2004) contains a rule based system developed for modern Danish proceedings, and (Bojārs et al., 2019) for modern Latvian proceedings. The latter use NER tagging and linking to Wikipedia to turn the proceedings into a linked data graph. NER tagging with the Stanford parser\(^5\) has been applied to German (Faruqui et al., 2010) and Slovenian (Pančur and Šomr, 2016) proceedings. A semantic web information retrieval system for proceedings of the European parliament built on top of MongoDB is presented in (Onyimadu et al., 2012). A combination of entity recognition and linking (to Wikipedia) on Dutch proceedings is presented in (Olieman et al., 2015) which builds a system on top of DBpedia Spotlight and the Dutch NER tagger FROG.

Method

Data set

We created a hand labeled dataset consisting of 5,536 sentences taken from Dutch plenary and committee proceedings from 2018-2019. These sentences consisted of 86,206 tokens and contained 3,579 named entities, often consisting of multiple tokens. These sentences are available in the spaCy train format\(^6\) in the github repository belonging to this paper. NER tagging with the Stanford parser\(^5\) has been applied to German (Faruqui et al., 2010) and Slovenian (Pančur and Šomr, 2016) proceedings. A semantic web information retrieval system for proceedings of the European parliament built on top of MongoDB is presented in (Onyimadu et al., 2012). A combination of entity recognition and linking (to Wikipedia) on Dutch proceedings is presented in (Olieman et al., 2015) which builds a system on top of DBpedia Spotlight and the Dutch NER tagger FROG.

Creating the data set

The data set was created using active learning. This greatly sped up the annotation process which took in total 20 hours for one person. To bootstrap the process we used a list of current MPs and cabinet members and a list of ministries and parliamentary committees, turned this into a regular expression and matched that on the sentences in the corpus. We then trained spaCy with these automatically annotated examples and then manually checked and corrected the output. After correcting a few hundred sentences, the model was trained again with the corrected (now hand-labeled) examples, and this process was repeated a number of times until all sentences were hand-labeled. This way of working saves time because acknowledging that an example is correct or not can be done with one click, in contrast to marking entities in a text manually. In addition, the annotator perceived that the NER tagger improved after each round, and that this made his work more enjoyable and rewarding. All location names (e.g. cities, countries, mountains etc.) were considered Geo-political entities (GPE class) irrespective of the context they appeared in. The annotations were done by one annotator.

Named entity recognition with spaCy

spaCy features an extremely fast statistical entity recognition system, that assigns labels to contiguous spans of tokens. The default model identifies a variety of named and numeric entities, including persons, companies, locations, organizations and products\(^6\).

For Dutch, a single statistical model (nl_core_news_sm) is available, trained on the Lassy corpus (van Noord et al., 2013). We used this as our baseline model. We then retrained this model with the additional training data described in section .

Political Actor Centric SERP

We created a search engine for 10 years of Dutch plenary and committee proceedings using Elasticsearch with a standard Search Engine Result Page (SERP) based on recommendations in (Hearst, 2009). Using the recent mapper annotated text plugin in Elasticsearch it is easy to index and use tagged ngrams. Elasticsearch indexes the additional list of “tags” as occurring at exactly the same position as the original string in the text and so these tags can be used in several tasks like highlighting, faceted search, and complex “phrase” queries combining tags and keywords (e.g. entity oriented search like “Europe Cabinet_Member”).

We added three extra features based on the tagged political actors (Balog, 2018):

1. Highlighting of political actors in result snippets. See Figure 1.
2. Diachronic histograms of number of mentions per year per political actor in the returned hits given a query. See Figure 2.
3. “Word” clouds containing the top 30 most mentioned political actors in the returned hits given a query.

In the interface we used consistent color coding to indicate the class of the entity, e.g., always blue for persons, red for organizations and yellow for locations.

\(^5\)https://nlp.stanford.edu/software/lex-parser.shtml
\(^6\)https://spacy.io/usage/linguistic-features#named-entities
\(^7\)https://www.elastic.co/blog/search-for-things-not-strings-with-the-annotated-text-plugin
Table 1: Number of manually annotated entities per entity type in our data set.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSON</td>
<td>People, including fictional</td>
<td>1163</td>
</tr>
<tr>
<td>NORP</td>
<td>Nationalities or religious or political groups</td>
<td>149</td>
</tr>
<tr>
<td>FAC</td>
<td>Buildings, airports, highways, bridges, etc</td>
<td>11</td>
</tr>
<tr>
<td>ORG</td>
<td>Companies, agencies, institutions, etc</td>
<td>954</td>
</tr>
<tr>
<td>GPE</td>
<td>Countries, cities, states</td>
<td>395</td>
</tr>
<tr>
<td>EVENT</td>
<td>Named hurricanes, battles, wars, sports events, etc</td>
<td>31</td>
</tr>
<tr>
<td>LAW</td>
<td>Named documents made into laws</td>
<td>76</td>
</tr>
<tr>
<td>DATE</td>
<td>Absolute or relative dates or periods</td>
<td>261</td>
</tr>
<tr>
<td>PERCENT</td>
<td>Percentage, including &quot;%&quot;</td>
<td>59</td>
</tr>
<tr>
<td>MONEY</td>
<td>Monetary values, including unit</td>
<td>75</td>
</tr>
<tr>
<td>ORDINAL</td>
<td>“first”, “second”, etc</td>
<td>142</td>
</tr>
<tr>
<td>CARDINAL</td>
<td>Numerals that do not fall under another type</td>
<td>262</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>3579</td>
</tr>
</tbody>
</table>

Figure 1: Result snippet with highlighting of political actors.

Results

Quantitative evaluation

We compare the precision (P), recall (R) and the F1 score obtained by the trained NER tagger to the out of the box spaCy baseline (trained using the *nl_core_web_sm* model, currently the only model available for Dutch). We use the following evaluation setup: we created a random 80% train, 20% test split; trained the model on the train set and computed P, R and F1 scores on the test set. We repeated this 8 times and compute for each NER class the average score over these 8 trials. The score for the baseline was computed in the same manner. The evaluation uses the strict method: an annotation of an NE is correct if it exactly coincides with the gold standard annotation. In other words, if both annotations have the same staring B token, and the same sequence of following I tokens.

Table 2 contains the scores for each NER class for the baseline and the trained model. The micro averaged F1 score increases from 49.2 to 90.1. All increases, except for the classes DATE and PERCENT are significant. Concentrating on the political actor classes PERSON and ORG, we see that the untrained baseline model is cautious with a low recall and a bit higher precision, while recall and precision are on par for the trained model. The often quite complex organization names are harder to recognize than the person.

Qualitative evaluation

A panel of 3 academic parliamentary historians were asked to rate the three extra political actor centered features, which were shown in section : highlighting of entities in result snippets, entity word clouds, and entity time lines. They did this during a real task on a search engine filled with 10 years of Dutch plenary and committee proceedings.

They rated the extra search engine functionality based on the extracted political actors on average with a 7.5 on a scale between 1 and 10. The raw scores were (8,8,7) for the entity highlighting, (7,8,8) for the entity clouds, and (9,7,8) for the entity time lines.

Conclusions

We have shown that an off-the-shelf named entity recognizer trained with an easy to obtain set of examples performs rather well on parliamentary proceedings. Of interest is that it is able to learn to detect complex definite descriptions of committees, ministries and other parliamentary bodies, usually consisting of several tokens.

Employing these tagged named entities in an existing search
Figure 2: Google ngram-viewer style display of the number of mentions per year for a number of political actors.

Table 2: Precision (P), Recall (R) and F1 scores for each NER class for the baseline and trained models.

(a) Baseline Model

<table>
<thead>
<tr>
<th>Type</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSON</td>
<td>16.1</td>
<td>6.2</td>
<td>9.0</td>
</tr>
<tr>
<td>ORG</td>
<td>58.8</td>
<td>37.1</td>
<td>45.5</td>
</tr>
<tr>
<td>MONEY</td>
<td>17.9</td>
<td>4.8</td>
<td>7.5</td>
</tr>
<tr>
<td>LAW</td>
<td>50.0</td>
<td>4.3</td>
<td>7.8</td>
</tr>
<tr>
<td>GPE</td>
<td>60.4</td>
<td>87.5</td>
<td>71.4</td>
</tr>
<tr>
<td>NORP</td>
<td>50.2</td>
<td>89.7</td>
<td>64.1</td>
</tr>
<tr>
<td>DATE</td>
<td>80.3</td>
<td>86.5</td>
<td>83.2</td>
</tr>
<tr>
<td>PERCENT</td>
<td>97.3</td>
<td>96.4</td>
<td>96.8</td>
</tr>
<tr>
<td>ORDINAL</td>
<td>91.52</td>
<td>95.90</td>
<td>93.60</td>
</tr>
</tbody>
</table>

(b) Trained Model

<table>
<thead>
<tr>
<th>Type</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSON</td>
<td>93.8</td>
<td>91.9</td>
<td>92.8</td>
</tr>
<tr>
<td>ORG</td>
<td>82.9</td>
<td>85.3</td>
<td>84.1</td>
</tr>
<tr>
<td>MONEY</td>
<td>95.1</td>
<td>93.0</td>
<td>93.9</td>
</tr>
<tr>
<td>LAW</td>
<td>81.7</td>
<td>76.5</td>
<td>78.6</td>
</tr>
<tr>
<td>GPE</td>
<td>92.5</td>
<td>90.5</td>
<td>91.4</td>
</tr>
<tr>
<td>NORP</td>
<td>85.0</td>
<td>85.7</td>
<td>85.2</td>
</tr>
<tr>
<td>DATE</td>
<td>89.3</td>
<td>90.9</td>
<td>90.1</td>
</tr>
<tr>
<td>PERCENT</td>
<td>97.6</td>
<td>96.4</td>
<td>97.0</td>
</tr>
<tr>
<td>ORDINAL</td>
<td>96.9</td>
<td>95.4</td>
<td>96.1</td>
</tr>
</tbody>
</table>

The engine is easy and was evaluated positively by professional users.

**Future work**

A nice feature of spaCy is the ease with which one can train new types of entities. It would be of interest to see whether it is possible to distinguish political actors within the classes of persons and organizations.

Previous work has shown that using transfer learning techniques with unsupervised learned embeddings like BERT or ELMO can significantly outperform state of the art NER approaches (Peng et al., 2019; Devlin et al., 2018). We expect that similar gains can be reached with proceedings data.

We have not touched upon the obvious next step which is the reconciliation of entities, that is, linking the named entity in a text to the correct unique object that it refers to. Even though proceedings seem to be often cleaned compared to the verbatim transcript (with the official names of actors like ministries replacing more colloquial mentions), there is still quite some variance in ways of referring to the same object. Also political entities like ministries or committees frequently change their name\(^9\). Keeping the links from entities to unique objects up to date, correct and complete is one of the hardest things in a dynamic political information system, simply because it asks for continuous manual labor by experts.

\(^9\)In the Netherlands, the ministry of Justice changed its name from Veiligheid en Justitie to Justitie en Veiligheid, which cost 2M Euro (Volkskrant, 2020).
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Abstract
We tested the feasibility of automatically transcribing committee meetings of the European Union parliament with the use of Automatic Speech Recognition techniques. These committee meetings contain more valuable information for political science scholars than the plenary meetings since these meetings showcase actual debates opposed to the more formal plenary meetings. However, since there are no transcriptions of those meetings, they are a lot less accessible for research than the plenary meetings, of which multiple corpora exist. We explored a freely available ASR application and analysed the output in order to identify the weaknesses of an out-of-the-box system. We followed up on those weaknesses by proposing directions for optimizing the ASR for our goals. We found that, despite showcasing acceptable results in terms of Word Error Rate, the model did not yet suffice for the purpose of generating a data set for use in Political Science. The application was unable to successfully recognize domain specific terms and names. To overcome this issue, future research will be directed at using domain specific language models in combination with off-the-shelf acoustic models.
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1. Introduction

The plenary meetings of the European Parliament have been a thankful study object (Glavaš et al., 2019; Hollink et al., 2018) both in Natural Language Processing (NLP) and in Political Sciences (Greene and Cross, 2017). The recordings and transcripts of these meetings contain rich information about the decision processes of the EU. This research is facilitated by the availability of the data: A large quantity of speeches is available in a standardized format that is relatively easy to come by. For example via the LinkedEP project (Aggelen van et al., 2017) or the Europarl corpus (Koehn, 2005).

However, for political scientists, the relevance of these data is limited, because of the way the plenary meetings are structured. Plenary meetings consist of short (often one-minute) speeches that are mostly read from paper. Such speeches are well prepared and thought out, and speaking times are very limited. There is no room for any interruptions or other means to directly react to what is happening on the floor. In other words: there is no actual debate. The plenary sessions of the EU can be considered a case of formal language use, as opposed to spontaneous speech. Because of their limited length and the formal language use, the speeches only contain superficial information about the topics discussed and very limited information about the position of the meeting participants towards these topics.

Much more interesting sources of information about processes in the EU parliament are the EU parliament committees, in which matters are discussed on a more technical level. These domain specific meetings are where the actual debate takes place: specific issues are debated with more detail than in the plenary meetings. EU committees consist of Members of the European Parliament (MEPs) and are centered around core topics within the EU, such as Civil Liberties, Justice and Home Affairs (LIBE committee) or Internal Market and Consumer Protection (IMCO).1

The problem of the meetings of the committees is that, contrary to the plenary meetings, there are no transcriptions of those meetings. Only a coarse agenda and minutes are available. This severely limits how well this data can be used for political research, because it is only possible to find the meetings based on metadata. Moreover, listening to the audio files is time-consuming and therefore unfit for any larger scale research.

It is for this reason that we set up this project of transcribing the committee meetings using Automatic Speech Recognition (ASR) with the aim of creating a corpus that is relevant to political researchers. This will make large scale analyses of this rich data collection possible, and allows for political research that goes beyond the available but shallow plenary meetings.

In this paper we discuss results obtained in a pilot on the automatic transcription of the EU parliamentary committee meetings. We studied whether it is feasible to automatically transcribe committee meetings with sufficient quality to be used in political research.

2. Data

The input data consist of audio recordings of the meetings of EU parliamentary committees that were retrieved from the official database of recorded meetings.2 The recordings are (almost) entirely in English. If a speaker talks English, their audio recording is directly recorded in the official database. If a speaker does speak an other language than English, then the first few words of the speaker can be identified and spoken English is transcribed. However, in the vast majority of cases, the recordings are made in English.

1For a full list of EU parliamentary committees consult https://www.europarl.europa.eu/committees/en/parliamentary-committees.html
heard after which the sound is overlayed with the recording of an interpreter speaking in English.

2.1. Data sampling
We selected the audio recordings of 5 random meetings of the LIBE committee of the EU parliament. In total these 5 recordings had a length of 9 hours and 51 minutes. Of those 5 meetings we manually transcribed the first 15-20 minutes as reference material, leading to 1 hour and 20 minutes of manually transcribed audio which constituted a total of 7902 words. An average of 100 words per minute might seem low, but this is due to a lot of silences, for example when a new speaker needs to walk to the microphone.

2.2. Manual transcription
Manual transcription for the purpose of ASR evaluation was not done from scratch but by editing the output of the ASR-application (See Section 3.1. for description of the application). We realize that this way of transcribing might insert biases in the transcription. Yet for the purpose of this pilot we think it does suffice. During the transcription a few special elements were used:

- If a section of the audio was inaudible or the exact thing said could not be understood this was transcribed as ****.
- The parts where the first few words of a non English speaking speaker were heard before the sound of the entire sequence before interpreter started was described as a single instance of **FOREIGN**, since we were no to recognize the different words in a foreign language.

3. Methods
3.1. ASR application
For transcribing the sound files we used the English Automatic Speech Recognition Webservice (based on the Kaldi framework), developed at the University of Twente, version 0.1.1. This webservice is based on the KALDI framework for speech recognition (Povey et al., 2011). It was trained on the TED-LIUM data set4, which is a data set of transcribed TED-talks. This is especially beneficial for our case since the model is able to dealing with non native speakers of English.

3.2. Evaluation
To evaluate the quality of the ASR for our data we used the Word Error Rate (WER) on our manually transcribed sample. This is a common metric for measuring and comparing the quality of ASR-systems (Chiu et al., 2018; Toshniwal et al., 2018). The WER is based on the Levenshtein distance, which defines the minimal edit distance between two strings. For this minimal edit distance, the number of insertions, deletions and substitutions divided by the total number of words:

\[
\text{WER} = \frac{\text{Substitutions} + \text{Deletions} + \text{Insertions}}{\text{Total nr of words}}
\]

4. Results
The results are summarized in Table 1. The table indicates that the ASR quality is reasonably good with WERs between 5 and 14. We think that these results provide us with a decent baseline, especially given the specificity of the domain (see Section 5.) and the fact that all of the speakers in our sample were non-native speakers of English and that the model was not tuned for this. As a comparison, the WER reported for end-to-end ASR (Hadian et al., 2018) on the 300-hour Switchboard corpus is 9.3; the best WER reported for the LibriSpeech test-other set is 5.0 and for the LibriSpeech test-clean set it is 2.2.3

Table 1 also shows that the WER differs quite largely between the five topics, with the Justice scoreboard being the most difficult to transcribe. An inspection of the output indicates that this is mainly due to variation in speaker pronunciation (some speakers are easier to understand than others), and the amount of technical language, which is particularly low in the topic ‘Appointment of vice-chairs’.

5. Error Analysis
Although the WERs presented above are a promising start, there are some issues that could seriously limit the usefulness of the transcriptions for political research and need attention by future ASR developments for this domain.

5.1. Person Names
In order for the data to be relevant for political research, the correct recognition of person names is essential. A lot of political science research is centered around questions involving people, roles, parties, and their contributions (Simaki et al., 2018). However, the recognition of names is a challenge for our generic ASR system. In total 48 times a name was mentioned in our sample, yet only one time the name was recognized correctly, which was in the following context:

Dear colleagues dear friends. Dear Alexander.

---

3The webservice is available from https://webservices-lst.science.ru.nl
4https://www.openslr.org/19/
3Results on these tasks are listed on https://paperswithcode.com/task/speech-recognition
Examples of incorrectly recognized names were more abundant. For example in:

This is one of the greatest successes of this committee of its secretariat and Emilio De Capitani sitting next to me the head of it.

which was recognized as:

This is one of the greatest successes of this committee of its secretariat and dick up a county sitting next to me the head of it.

What becomes clear from this example is that apart from the name every word was recognized correctly. However, without a correctly recognized name, this sentence becomes close to incomprehensible, let alone useful for political research.

Another example where a name was miss-recognized is:

We have for the rapporteur Axel Voss among us.

which was recognized as:

We have what the rapporteur access among us.

In this example also words besides the name Axel Voss are misrecognized, yet only changing the word access for Axel Voss will make the sentence more or less understandable, showing again the detrimentality of correctly recognizing names.

5.2. Institution names

Apart from person names, also institution names appear to be hard to recognize. One of the transcribed fragments is about the Europol institution. Europol was mentioned a total of 12 times in 1,442 transcribed words yet it was never recognized correctly. For example

(... and present the Europol annual report two thousand and thirteen (…)

was recognized as

(... and presenter you just annual report two thousand and thirteen (…)

5.3. Domain-specific terms

Another type of words that is often not recognized are specific jargon terms from the EU. One of the transcribed fragments was about new legislation regarding EU visas: the visa code. Although the word visa was correctly recognized 14 out of 35 times, the phrase visa code was only correctly identified 1 out of 12 times.

This again forms a problem for political science research. If one of the most important terms of a documents is not recognized properly this will affect any further analysis on the content of the meetings.

6. Next steps

We presented the results from a pilot studying the feasibility of automatically transcribing EU committee meetings for the sake of political research. We are following-up on this work on two directions: adapting ASR, and downstream analysis of the resulting transcripts.

6.1. Improving the ASR

Modern ASR-systems consist of three or four parts: an acoustic model, a language model a decoder and often a vocabulary. The latter is sometimes implicit to the language model. The acoustic model is typically a deep neural network that is trained to map an acoustic signal to symbols (either graphemes or phonemes) representing the sounds. The output of this model is a string of symbols that is transcribed into a sequence of words by the decoder. This decoder compares the string of characters with a language model. A language model contains information about what the probability of occurrence is of words and word sequences (Chan et al., 2016). Based on the information of the acoustic model and the language model, the decoder determines what word is the most likely (Synnaeve et al., 2019).

Adapting an ASR-pipeline towards a specific domain can be done in all the components: the acoustic model, the language model, the vocabulary and the decoder.

For our application we will achieve the domain adaptation by adding a domain-specific language model and vocabulary. The reason for this is that most errors can be ascribed to out-of-vocabulary terms. If a term is not in the language model or underrepresented in the language model, an ASR-system will be unable to recognize it. In the case of names of persons and institutions, most of them will not have been present in the corpus that a generic language model is trained on. The result is that the decoder will not consider those words when analyzing the output of the acoustic model. A word such as visa might be in the training corpus of a generic ASR language model, but it will be less common than in the EU-domain and also occur in different contexts within the EU than outside the EU. Therefore it will also be more often disregarded as the most likely term.

We can leverage the availability of written documents from the European Union to train a domain-specific language model. For example, all the transcripts from plenary meetings of the EU parliament can be used for this purpose, since they are readily available: for example via the LinkedEP project (Aggelen van et al., 2017).

6.2. Analysis of the transcripts

Once we have a collection of reliable transcripts of the meetings of the EU parliament committees, we plan to ex-

---

6 European Union Agency for Criminal Justice Cooperation.
explore a number of interesting research directions. In this section we will paint some of the possibilities.

**Opinion mining and stance analysis** We plan to use the data set to mine the opinions and standpoints of different MEPs over time. This falls within a tradition in Political Science of measuring positions of actors based on texts. This can either be a position towards a specific subject (Lopez et al., 2017) or in the larger political spectrum, for example on a right-left scale (Lowe et al., 2011). Such analyses can be made extra interesting in the case of this particular data. Members of these committees are not only affiliated to their committees, but also to national political parties, European political fractions and in some extent also to their home country. Linking the textual database to other databases holding these affiliations will add interesting dimensions that can provide for exciting new research.

**Topic modelling** Other research possibilities with this data set would include (dynamic) topic modeling (Blei and Lafferty, 2006). It would be a novel research direction to explore what the main topics are prevalent within and between committees over time.

7. Conclusion

In this paper we explored the possibility of generating a corpus of transcriptions of EU parliament committee meetings using a generic ASR system. We conclude that the system we used shows promising results, yet does not suffice. However, we deem it possible to make adaptations towards a working system. The main problems are recognizing names and domain-specific terms that are outside the vocabulary of a generic system. For this reason, our next steps are to train a domain-specific language model and vocabulary, leveraging the large amount of written EU documents available. Our long-term aim is to enable researchers in the field of political science and public administration to better analyze the EU policy processes with the help of automated text analyses.
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Abstract

We introduce a corpus of transcripts from Alþingi, the Icelandic parliament. The corpus is syntactically parsed for phrase structure according to the annotation scheme of the Icelandic Parsed Historical Corpus (IcePaHC). This addition to IcePaHC makes it more diverse with respect to text types and we argue that having a syntactically parsed corpus facilitates research on different types of texts. We furthermore argue that the speech corpus can be treated somewhat like spoken language even though the transcripts differ in various ways from daily spoken language. We also compare this text type to other types and argue that this genre can shed light on their properties. Finally, we show how this addition to IcePaHC has helped us identify and solve issues with our parsing scheme.
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1. Introduction

In this paper we discuss a corpus of Icelandic Alþingi parliamentary speeches, syntactically parsed for phrase structure. The corpus, which contains approx. 60,000 words, is parsed in accordance with the Icelandic Parsed Historical Corpus (IcePaHC) (Wallenberg et al., 2011). This new addition to IcePaHC makes it more diverse with respect to genres of texts. We chose unprepared speeches to make the parliamentary speech corpus more coherent and closer to reflecting actual spoken language.

In this paper, we first of all argue that having a syntactically parsed corpus facilitates research on different text types. It is therefore crucial for us to have the parliamentary speeches parsed in the same way as the other 1 million words found in IcePaHC.

Secondly, we focus on the properties of the unprepared speeches we chose for the corpus. We argue that they can be treated like spoken language in important ways, though they differ in various ways from “regular” spoken language.

Thirdly, we argue that the text type under discussion can be treated like spoken language though the transcripts differ in various ways from daily spoken language.

Finally, we will show examples of how this new addition to IcePaHC has helped us identify and solve issues with our parsing scheme.

The paper is structured as follows: In Section 2 we give a brief description of IcePaHC. Section 3 discusses the parliamentary transcripts and looks at parliamentary speeches as a text type as opposed to other genres. Section 4 discusses how the addition of parliamentary transcripts has impacted the annotation scheme of IcePaHC. Section 5 concludes the paper.

2. IcePaHC

The Icelandic Parsed Historical Corpus (IcePaHC) (Wallenberg et al., 2011; Rögnvaldsson et al., 2012) is a collection of parsed texts containing 1 million running words from the 12th through the 21st centuries. It is annotated according to a scheme based on that of the Penn Parsed Corpora of Historical English (https://www.ling.upenn.edu/hist-corpora/) (Kroch and Taylor, 2000; Kroch et al., 2004) using the annotation tool Annotald (Ecay et al., 2018), after preprocessing, including lemmatization and preliminary parsing, using IceNLP (http://icenlp.sourceforge.net/) — see Loftsson (2008), Loftsson and Rögnvaldsson (2007) and Ingason et al. (2008) — as well as various scripts developed specifically for IcePaHC.

IcePaHC has been designed to capture the Icelandic language in various contexts with regard to time period and subject matter. The texts have been selected so as to be presumably written each mainly by a single author and the length of the excerpts has been decided so that they are short enough that many diverse texts could be included, while still providing adequate coverage of the authors’ internal grammar.

IcePaHC aims to include texts in each of several genres (narratives, religion, biographies, science, law) from every century from the 12th century to the present, but currently includes mainly narratives and religious texts. There is also a need for still more types of texts from different authors and times dealing with diverse subjects. The new additions to IcePaHC are genres not previously included, namely parliamentary transcripts and news articles. This paper focuses on the parliamentary transcripts and discusses their importance as a text type.

---

1 The creation of the parsed corpus of parliamentary speeches is part of a bigger project named “Universal Treebanking” (Einar Freyr Sigurðsson PI), funded by the Strategic Research and Development Programme for Language Technology 2019–2020 in which IcePaHC is also being converted to a Universal Dependencies scheme.

2 The parsed Icelandic Alþingi parliamentary speech corpus is available along with the rest of IcePaHC at https://github.com/antonkarl/IceCorpus.
3. The Parliamentary Transcripts

3.1. The Nature of the Texts and Their Selection

The parliamentary transcripts are from a small set of only four speakers that have been chosen so as to represent both male and female speakers of different generations: Steingrímur J. Sigfússon (b. 1955), Borgerður Katrín Gunnarsdóttir (b. 1965), Helgi Hrafn Gunnarsson (b. 1980) and Björð Ólafsdóttir (b. 1983). An important secondary consideration was the existence of enough material from each speaker from a similar time, in this case between 2011 and 2015.

The transcripts, which were extracted from the Icelandic Gigaword Corpus (Steingrimsson et al., 2018), were chosen from among responses rather than prepared speeches, so as to better represent spontaneous speech. The transcripts have, however, been edited by parliamentary secretaries for publication, so the text we have to work with is not pure speech. This is a drawback, especially if the intention is to examine in detail the structure of spoken language as opposed to written language, e.g., getting accurate statistics about the relative prevalence of specific features. Nevertheless, it has been evident in the annotation process that certain features mainly associated with spoken language appear frequently in the transcripts despite the apparent tendency of the editing process to make them more concise and regularly structured and adhere more closely to the norms of formal written language.

It may also be noted that published novels such as are included in IcePaHC’s narratives category also go through an editing process with similar aims and tendencies to that of parliamentary speeches before being published, so they too do not perfectly represent the speaker’s idiolect.

There are also other circumstances in favor of the parliamentary speeches including ease of access to both text and original audio, lack of copyright restrictions and individual authorship (indisputable in the case of responses, apart from editor changes), which aligns very well with the design goals of IcePaHC.

3.2. Comparison with Other Text Types

It was our belief that there would be important differences between the parliamentary transcripts and the existing IcePaHC corpus, and that constructions might be found there that are not found, or are significantly less common, in other more formal text types.

As expected, the parliamentary transcripts differ from previously added IcePaHC texts in several ways. Disfluencies, fragment answers (i.e., shortened answers to questions), resumptive elements, clefts and arguments shared by conjoined clauses (instances of which might be analysed as right node raising) are some of the phenomena which occur frequently in the parliamentary transcripts.

Adding new text types may also help us understand the nature of other text types, because there are many linguistic factors that could conceivably be affected by the genre. Several factors may be unique for a text type, while others might be shared with other text types.

For example, as discussed in Section 3.4, we see that there is a notable similarity between the parliamentary speeches and religious texts, in contrast to narrative texts. Such findings may reveal something of the nature of these texts, and comparisons of this kind can spark new research, e.g., in sociolinquistics.

In Sections 3.3–3.7 we discuss various linguistic features of the parliamentary transcripts.

3.3. Disfluencies

We can expect to find disfluencies of various sorts – such as breaks, false starts and repetitions – to a much higher degree in spoken language than in written texts that are carefully planned and thought through. These include breaks where a sentence or a phrase breaks off or is not finished. An example from our Alþingi corpus is shown below.

(1) Ég veit ekki alveg hvernig ætti að vinna þetta tiltekna frumvarp frekar vegna þess að það er svo, – nú vantar mig aftur íslenska orðið fyrir „brutal” – “I don’t know exactly how this particular bill should be further worked on because it is so [BREAK] – now I need again the Icelandic word for "brutal"”

The speaker in this example breaks off when describing the bill as he cannot remember the Icelandic word for English brutal. Such breaks are marked specially in the parsing scheme and can therefore be easily found.

The unprepared speeches in our corpus, being spontaneous and not written beforehand, do in fact contain a higher total number of breaks than all the rest of IcePaHC. Even though the parliamentary speech corpus only contains around 60,000 running words, as opposed to the 1 million words of IcePaHC, it has 14 breaks whereas IcePaHC has only 5. It is possible that there is some inconsistency in parsing between the speeches and the rest of IcePaHC but this nonetheless suggests that breaks are more frequently found in the speeches due to their nature as spoken language.

3.4. Clause Length

Matthiasson (1959) argues that parliamentary speeches tend to contain exceptionally many subordinate clauses as a result of their nature, with, e.g., the speeches often being spontaneous. Matthiasson (1959, 206) furthermore claims that increased frequency of subordinate clauses results in longer matrix clauses. It is quite straightforward to investigate the length of clauses with our parsed corpus and we can compare the speeches with other genres, namely narrative and religious texts. When we look at the relative frequency of the three text types (see Figure 1), it turns out that the proportion of short clauses, with four to eight words, is much higher in the narratives. Religious texts and the parliamentary speeches exhibit a similar proportion of longer clauses, on the other hand, as opposed to narrative texts whose longer clauses are proportionally less frequent, as can be clearly seen in Figure 1.

---

1 Helgi Hrafn Gunnarsson and Steingrímur J. Sigfússon’s speeches were selected as their language had been investigated before; see Stefánsdóttir (2016) and Stefánsdóttir and Ingason (2018).

4 Verifying Matthiasson’s claim should now be possible as different types of subordinate clauses (complement clauses, relative clauses, adverbial clauses, etc.) are all parsed in the corpus.
3.5. Resumptive Elements

The resumptive element þá ‘then’ is frequently found in the parliamentary transcripts immediately following left-dislocated subordinate clauses headed by ef ‘if’, þegar ‘when’, þótt ‘even’, þó (að) ‘even’, þrátt (fyrir að) ‘despite’, etc.

(2) en ef fólk vill fara á hausinn þá er það but if people wants to go bankrupt then is that

presumably a possibility too

Some such use of the resumptive þá has been linked to spoken language (Thráinsson, 2005, 578) and we have in fact noticed that it is sometimes deleted in the transcripts, presumably because it is frowned upon to an extent. This use is, nonetheless, quite frequently found in our parliamentary speech corpus as well as in other texts in IcePaHC from all periods.

However, we find a certain use of resumptive elements in the transcripts that we do not in other texts in IcePaHC. In some cases, resumptive þá is immediately preceded by að.5 að can be many things in Icelandic syntax, such as a preposition, an infinitival marker or a complementizer. Without going into details, it is presumably a complementizer in the að þá construction.

(3) Vandinn er auðvitað sá að þegar menn tala um hín ósnotnun viðurni, sem því mêtur gerast nú ansí fáget og Ísland býr yfir sumum þeirra, sennilega størstu ósnotnun viðurnum i Eyvrópu, a.m.k. í Vestur-Eyvrópu, að þá er skilgreiningin sú að þar [...] ‘The problem is of course that when people talk about the untouched wilderness, which unfortunately are now becoming quite rare and Iceland has got some of them, probably the biggest untouched wilderness in Europe, at least in Western Europe, that then the definition is that there.’

3 For a syntactic analysis, see Jónsson (2019).

Thráinsson (2005, 578) mentions the use of resumptive að þá, taking it to be even more connected to spoken language use than þá. The use of resumptive þá and að þá merits further research but for now it suffices to point out that the use of resumptive að þá found in the parliamentary speeches is indicative of the spoken language trait of this particular text type.

3.6. Topic Expressions

Topic-introducing expressions seem to be relatively frequent in the parliamentary speeches as opposed to other text types in IcePaHC. These are expressions starting with words like varðandi ‘regarding’, að því er varðar ‘regarding’, hvað varðar ‘as regards’, hvað viðkemur ‘as regards’. To give an example, there are 42 instances of matrix clauses starting with the topic introducer varðandi in our parliamentary corpus, as in (4), but none in other IcePaHC texts.6

(4) Varðandi aukna kostnaðarþátttökusjúklinga liðíst mér að sjálfstæðu illa á hana. ‘Regarding an increased cost participation of patients, I do not, of course, like it.’

This is something that needs further investigation. That is, are such topic introducers more frequent in spoken language than written texts? This shows a clear need for more parsed transcripts of spoken language. We therefore leave this for future research.

3.7. Words Indicative of Informal Register

When we try to figure out the properties of a certain text type, it is worth looking at the individual words used as well as the syntax. For that purpose, we do not need to rely on a syntactically parsed corpus as we can search for particular words in other corpora such as the Icelandic Gigaword Corpus (IGC; https://malheildir.arnastofnun.is/) (Steingrímsson et al., 2018). Svavarðsdóttir (2007, 38–39) looks at word use

6 It should be noted that we would not expect to find this particular expression in older texts in IcePaHC.
in three corpora of different types; she discusses words that are found in spoken language dialogues and to some degree in what she calls informal texts (diaries, etc.) but not, or to a much lesser degree, in rather formal, written texts (newspaper texts). Looking through her list of words, we note that she mentions, for example, ókei ‘okay’, which is neither found in her formal nor informal text corpus. There are, however, 16 instances of ókei in the spoken language corpus she reports on. Searching IGC, we find several instances of the word ókei in parliamentary transcripts, which without a doubt does not belong to a formal register. Note that while we are arguing that the Icelandic parliamentary speeches share various properties with other types of spoken language, we are not arguing that parliamentary speeches are like any other type of (informal) spoken language. Members of parliament sometimes use loanwords from other languages, like English, which they often ask the audience to excuse (by adding a phrase like svo ég sletti ‘so I use a foreign word/expression’); this may be indicative of a somewhat formal setting. We will not look further into this for now.

4. Development of the Annotation Scheme

The prevalence of certain features has prompted a deeper look into the way syntactic structure is analysed and annotated in IcePaHC, both shedding light on old issues that had never been definitively settled during earlier work on IcePaHC and bringing new issues to our attention. The situation of IcePaHC is peculiar in that its annotation scheme (http://linguist.is/iceislandic_treebank/) is derived from one developed for historical English texts (https://www.ling.upenn.edu/hist-corpora/) (Kroch and Taylor, 2000; Kroch et al., 2004). While it has been developed for Early Modern and Middle English rather than just contemporary English has made the annotation scheme more suitable for Icelandic, there are still important features of Icelandic that affect the practicability of specific analytical choices that have been retained from the Penn Parsed Corpora of Historical English (PPCHE) scheme.7

In particular, Icelandic is a highly inflected language, much more so than English, especially with regard to case. While the English of PPCHE, especially Middle English, does have some limited case inflection, it is a language in transition and it is not always clear to what degree inflection exists and case has generally not been annotated. By contrast, Icelandic shows a clear distinction between the cases and cases have been annotated in IcePaHC. This affects the analysis of presumed instances of right node raising and that of comparative phrases which have been presumed to contain a prepositional phrase.

4.1. Right Node Raising

One issue where Icelandic does not seem to conform to the scheme is that of right node raising. An English example from Postal (1974, 126) is shown in (5).

8Without going into details of the original account in Postal (1974), right node raising “places a double of the sequence [i.e. the phrase which is identical in both clauses] on the right, by Chomsky adjunction, and deletes all original occurrences” (p. 126).

7More information about the annotation scheme for the Penn Historical Corpora may be found in the annotation manual at https://ling.upenn.edu/~beatrice/annotation/.

(5) Jack may be—and Tony certainly is—a werewolf.

Here, the NP a werewolf applies to the two matrix clauses, i.e., Jack may be a werewolf and Tony certainly is a werewolf.8 The parsing scheme employed in IcePaHC has presumed that the second clause in right node raising is parenthetical and that its rightmost element is raised so as to appear in the appropriate place in the encompassing prior clause. This analysis has been inherited from PPCHE. While it might be practical for English, it causes problems when applied to Icelandic, because the evidence clearly shows that it is the second clause which governs the case of the shared constituent and not the former. If the shared phrase has been moved (with argument movement), it would be expected to acquire its case from the governor of the place it was moved to, and if it has not been moved it should likewise retain the appropriate case for its position. An analysis involving right node raising is shown below where the dashed line rectangle marks the parenthetical clause (IP-MAT-PRN).
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preposition við 'with', which should govern the accusative case. Furthermore, there is an extraposed relative clause (CP-REL) belonging to the parenthetical clause (IP-MAT-PRN), but it ends up having to be raised to the outer main clause because it appears after the raised NP.

We therefore came up with a different scheme which appears to fit the Icelandic pattern better:

\[
\begin{align*}
( & \text{IP-MAT (IP-MAT (NP-SBJ (PRO-N Við))}
(BEDI vorum))
(PP (P í))
(NP (ADJ-D miklu)
(N-D sambandi)
(PP (P við))))))
(CONJP (CONJ og))
(IP-MAT (NP-SBJ *(con*))
(VBDI fengum)
(NP-OB1 (NP (ADJ-A góða)
(N-A leiðsögn))
(CONJ (CONJ eða))
(NP (ADJ-A góða)
(N-A áminningi)))
(CP-REL *(ICH*-1))
(PP (P frá))
(NP (NP-D Sambandi)
(NP-POS (ADJ-G íslenskra)
(NS-D sveitarfélaga))))
(CP-REL-1 (WNP-1 0)
(C sem)
(IP-SUB (NP-SBJ *(T*-2))
(NEG ekkí)
(BEDI var)
(VAN svarað))))))
\end{align*}
\]

Here, the shared NP appears in a PP with a preposition governing the correct case, and instead of a parenthetical clause, the two matrix clauses are conjoined in the most usual way, using a conjuction phrase.

4.2. Resumptive NPs in Comparative Clauses

Another issue that has been identified as a problem in IcePaHC is the treatment of comparative constructions of the form `<COMP ADJ/ADV> than ..., solas <ADJ/ADV> as ..., etc., also inherited from PPCH. These constructions are parsed as adjectival or adverbial phrases containing a prepositional phrase, where the preposition is the word than or as (in Icelandic en, og) that immediately follows the head adjective/adverb. In case a subordinate clause with a gap corresponding in function to the head follows, the complement of the preposition is a complementizer phrase containing the subordinate clause IP, as in the following example:

\[
\begin{align*}
\text{(ADJP (ADJR-N helgari) 'holier'}
(PP (P en) 'than'
\text{(CP-CMP (WADJP-2 0)
(C 0))}
\text{(IP-SUB (ADJP *(T*-2))
(NP-SBJ (OTHERS-N aðrir) 'other'
(ADJ-N helgir) 'holy'
(NS-N menn)))))) 'men'
\end{align*}
\]

While this two-layer PP/CP combination might seem odd it is in line with the treatment of various other subordinate clause types in IcePaHC and the PennParsed Corpora of Historical English. However, when, instead of gap, an overt phrase corresponding to the antecedent is used, the structure is simplified, as shown in the following example, where the pronoun sig corresponds to the prior NP engan betri vin:

\[
\begin{align*}
\text{(IP-SUB (NP-SBJ (NPR-N Gróa)) 'Gróa'}
(VBDS atti) 'had'
(NP-OB1 (Q-A engan) 'no'
(ADJR-A betri) 'better'
(N-A vin) 'friend'
(PP *(ICH*-4))
(ADV-LOC (ADV hér) 'here'
(PP (P á) 'on'
(NP (N-D jörðu))) 'earth'
(PP-4 (P en) 'than'
(NP (PRO-A sig)))))) 'him/her'
\end{align*}
\]

From an English-speaking, or caseless, point of view, this seems to work rather well and even to confirm the appropriateness of calling the traditionally termed subordinating conjunctions prepositions, which may otherwise seem idiosyncratic. For Icelandic, however, the grammatical case of the supposed prepositional complement shows that it cannot be a direct complement to the preposition, since a preposition governs a specific case, but the phrases in question do not take their case from any preposition, but rather agree in case with their antecedents.

This prompted us to include the CP-CMP in such constructions as well, allowing for an IP wherein the phrase could fill the same role as its antecedent. That raised another issue: how does the WH-phrase in the CP connect to the subordinate clause? The following shows an attempt at this, using a dummy adverbial phrase (ADVP) that has no clear semantic role or connection to the antecedent:

\[
\begin{align*}
\text{( (IP-IMP (VBPI Nýtum) 'let’s utilize'
(ADVP (ADV þá)) 'then'
(IP-SUB (NP-SBJ *(T*-1))
(RDPI verða) 'will be'
(ADV (ADV voranandi)) 'hopefully'
(ADV (ADVIR fyrr)) 'sooner'
(PP (P en) 'than'
(CP-CMP (WADVP-2 0)
(C 0))
(IP-SUB (ADVP *(T*-2))
(ADV (ADVIR síðar))) 'later'
))))))
\end{align*}
\]

A possible solution to the problem was found in another CP construction – the relative clause. The following example shows a resumptive NP, spítalann ‘the hospital’, being used in lieu of a gap in a relative clause.
This analysis is based on that of the PPCHE; it is also used particularly in the Penn audio-aligned corpora (Tortora et al., 2017; Tortora et al., 2020) and has been used in IcePaHC before. The WH-phrase is generally considered to have been moved from the IP and in a relative clause corresponds to the antecedent that the relative clause speaks about. In comparative clauses there is also a comparative phrase that is an antecedent to the CP. Using the same method of connecting the phrase that corresponds to the antecedent to the WH-phrase neatly ties together the treatment of different types of CP in gapped and ungapped variants.

5. Conclusion

We have established that the Icelandic Parsed Historical Corpus benefits from the addition of parliamentary transcripts by demonstrating their unique qualities while also showing their potential relationships to other types of text. Furthermore, we have found that adding new types of texts inspires us to improve our analysis in unanticipated ways. We are currently working on a further addition to the treebank, and it is our hope that even more text types will be added in the future so that it represents as good a cross-section of the language as possible.
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Abstract

This paper addresses differences in the word use of two left-winged and two right-winged Danish parties, and how these differences, which reflect some of the basic stances of the parties, can be used to automatically identify the party of politicians from their speeches. In the first study, the most frequent and characteristic lemmas in the manifestos of the political parties as well as their language complexity are analysed. The analysis shows inter alia that the most frequently occurring lemmas in the manifestos reflect either the ideology or the position of the parties towards specific subjects, confirming for Danish preceding studies of English and German manifestos. Successively, we scaled our analysis applying NLP methods to the transcribed speeches by members of the same parties in the Parliament (Hansards) and trained machine learning algorithms in order to determine to what extent it is possible to predict the party of the politicians from the speeches. The speeches are a subset of the Danish Parliament corpus 2009–2017. The best results of the classification experiments gave a weighted F1-score of 0.57. These results are significantly better than the results obtained by the majority classifier (weighted F1-score = 0.11) and by chance results. They show that the party of the politicians can be distinguished from their speeches in nearly 60% of the cases, even if they debate about the same subjects and thus often use the same terminology. In the future, we will include the subject of the speeches in the prediction experiments.

Keywords: Parliament Speeches, Machine learning, Corpus analysis

1. Introduction

This paper concerns the relation between political parties’ stances and the words the parties use as well as applying natural language processing methods and classification algorithms in order to identify the party of Parliament members from their speeches. The language of politicians has been analysed by researchers from various disciplines such as linguistics, rhetoric and political sciences. Moreover, the digital availability of parliament debates, party manifestos and other political data has extended this research to other fields such as computational linguistics and computer science, while political science researchers are using NLP methods and tools in order to test their theories about political opinions and investigate new aspects of political discourse taking advantage of big data technologies.

Being able to distinguish the party of politicians when they talk about important issues such as economy, culture and immigration investigating whether politicians follow their party’s positions in practice is one of the long term-aims of the present research. On the short term, it is interesting to find out to which extent politicians use party specific terminology when they speak in the parliament reflecting eventual differences in their parties manifestos. Therefore, we extracted and analysed frequent lemmas in the political manifestos of four political parties in Denmark applying NLP techniques on the manifestos as a way to present differences and similarities in the positions of the four parties. Successively, we scale the study up applying NLP methods to the transcriptions of the parliament speeches of members of the same parties and training classifiers on the resulting data in order to determine the party of politicians from their speeches. We also investigate which features and algorithms perform best on this task. To our best knowledge, this is the first work, at least for Danish, in which NLP techniques are applied to Parliament speeches in order to automatically predict the party of the speakers.

The paper is organised as follows. Firstly, we discuss related research in section 2., secondly we describe the manifestos that we used in our qualitative analysis and the Hansards which were the data in our machine learning experiments (section 3.). Thirdly, we present the qualitative analysis of the manifestos (section 4.) and in section 5. we account for the prediction experiments and their evaluation. Finally, in section 6. we conclude and present future work.

2. Related Studies

The past decades researchers from different disciplines have addressed political discourse taking advantage of the digital availability of political texts and speeches and of NLP tools for processing them. On the one hand, large collection of political data have been collected and/or annotated, e.g. the collection of Hansards from different countries\(^1\), among many (Alexander and Davies, 2015; Hansen et al., 2018) and outside Europe, e.g. the Canadian bilingual Hansards (Germann, 2001) and the New Zealand’s Hansards\(^2\). Moreover, party manifestos have been collected and annotated in the Comparative Manifesto Project (Merz et al., 2016), and projects associated with the Comparative Agendas Project\(^3\) have manually classified political speeches into domain specific classes. On the other hand, researchers have used raw or annotated data in order to determine the policy preferences of a number of political parties e.g. (Zirn, 2014; Zirn et al., 2016) and applied

---

\(^1\): A list of these corpora is under https://www.clarin.eu/resource-families/parliamentary-corpora.


\(^3\): https://www.comparativeagendas.net/in.
sentiment analysis techniques to Hansards in different languages in order to extract the politicians’ stances towards particular subjects, e.g. (Onyimadu et al., 2014; Abercrombie and Batista-Navarro, 2018). Similarly, (Schumacher et al., 2019) have applied sentiment analysis to a collection of speeches by Danish and Dutch politicians at party congresses in order to determine over time the number of positive and negative words used by the different parties.

Some researchers propose to count the number of metaphors used by politicians in their speeches for identifying their political ideology (Landsheer, 2009). The metaphors used in speeches are also studied in order to distinguish the language of male and female politicians in Italy (Ahrens, 2009). Other researchers have used more simple linguistic data such as word scores obtained from political texts in order to determine the political positions of parties over specific dimensions such as economy and culture in other political texts. For example, Laver et al. (2003) determine word scores from British and German parties’ manifestos in order to classify political positions in different manifestos produced by the same political parties. They also found that the words used in manifestos cannot be used to classify political speeches in e.g. parliament since the language in manifestos and in parliament speeches is quite different. Slapin and Proksch (2008) use word occurrences in order to estimate political positions in German manifestos. Diermeier et al. (2012) apply support vector machines to the speeches of conservative and liberal politicians in the US Senate in order to find the words that characterize each group mostly. They conclude that cultural terms are more distinctive than economic ones when differentiating the two groups. We follow this line of research of using word- and sentence-based scores for distinguishing political discourse by different parties in our analysis of the manifestos.

More recently, the use of word embedding for analysing political speeches has been addressed (Denny and Sprirling, 2018) as a better way to determine the semantics of political speeches than word scores since word embeddings account for the context in which words appear. Rheault and Cochrane (2020) apply therefore word embeddings in order to determine the ideology positions of the left and right wing over time in large British, Canadian and U.S.A. parliament corpora. They assess their results against various indicators from e.g. party manifestos, surveys and roll-call votes.

Differing from the preceding studies, in our classification experiments we use NLP techniques applied to Parliament speeches in order to predict the party of the speakers. We do not consider aspects such as sentence length and punctuation marks, since the speeches were converted to written texts by the Parliament language department and punctuation marks and sentence decision are not part of the original speeches. We apply machine learning on our data, but not deep learning since we do not have large-scale parliament data from many decades as it is the case for e.g. in the study by Rheault and Cochrane (2020). Moreover, the political situation in Denmark is different from that of countries such as U.S.A. and Great Britain were there is a clear ideological difference between left and right wing parties. In Denmark, the distinction between left and right parties are often not very strong and parties from the left and the right have common positions on some subjects. For example, the two largest left- and right-wing parties are often accused of being too similar in the Parliament. For these reasons, it is interesting to investigate whether different parties can be in fact distinguished from the speeches of their members.

3. The data

The party manifestos (principiplaner) and the Hansards we address concern the following four Danish parties:

- Dansk Folkeparti (DF, The Danish People’s Party) a nationalist party which supports right-wing governments,
- Venstre (V, The Liberal Party) which is the largest right-wing liberal party
- Socialdemokraterne (S, The Social Democratic Party), the largest centre-left party supported by most left-wing parties
- Enhedslisten (Ø, The Red-Green Alliance), the most left-oriented party in the Danish Parliament.

The last twenty years, the Danish prime ministers have belonged to The Liberal Party or The Social Democratic Party. On the contrary, The Danish People’s Party and The Red-Green Alliance have never been part of a Government, but they have been very active in the media and in the Parliament debates.

3.1. The manifestos

The party manifestos are interesting since they describe in general terms the ideology of a party and therefore they have been investigated in many projects, e.g. (Merz et al., 2016; Zim et al., 2016; Laver et al., 2003). In this work, we downloaded the currently valid manifestos from the four parties’ homepages. They were published between 2002 – 2017 since parties change their manifestos with varying frequency. In Table 1 the length and the publishing date of the four manifestos are given. The oldest and shortest manifesto is from The Danish People’s Party. The second oldest manifesto, The Liberal Party’s one, is also the longest manifesto, while the length of the two most recent manifestos, The Social Democratic Party’s and The Red-Green Alliance’s ones, are slightly shorter than that of The Liberal Party.

<table>
<thead>
<tr>
<th>Party manifesto</th>
<th>Tokens</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Danish People’s Party</td>
<td>1132</td>
<td>2002</td>
</tr>
<tr>
<td>The Red-Green Alliance</td>
<td>8015</td>
<td>2014</td>
</tr>
<tr>
<td>The Social Democratic Party</td>
<td>8835</td>
<td>2017</td>
</tr>
<tr>
<td>The Liberal Party</td>
<td>9241</td>
<td>2006</td>
</tr>
</tbody>
</table>

Table 1: Length and year of the manifestos
3.2. The Hansards

The dataset of our second study is part of the Danish Parliament Corpus 2009–2017. It consists of the Hansards of the sittings in the Chamber of the Danish Parliament. The corpus is available as a collection through the Danish CLARIN research infrastructure (Jongejan and Damianis, 2009) with the Centre for European Research Infrastructure for Language Resources and Technology, CLARIN CLARIN). The corpus consists of xml-files, each covering the Hansards of a parliamentary year which runs from October to June. The xml-files contain metadata providing information about the meetings, the speeches, the name of the speakers, their role (member, minister, chairman), their party and the timing of the speeches as well as the speeches’ text. The Hansards contain the exact transcripts of the speeches with the exception of some editing, transforming the spoken speeches into syntactically coherent written texts. In the Hansards factual errors and slips of the tongue are for example corrected and spoken language characteristics such as filled pauses and reiterations are not recorded. A more comprehensive description of the corpus is in (Hansen et al., 2018).

The Danish Parliament Corpus consists of approx. 41 million running words and 182,192 speeches. For this work we used a subset of the corpus also used in a preceding study act to the automatic classification of speeches in general domains (Hansen et al., 2019). In this study we only include the speeches by ordinary Parliament members excluding speeches by ministers since these only belonged to the two parties, The Liberal Party and The Social Democratic Party.

4. An analysis of the manifestos

The manifestos were tokenized, PoS-tagged and lemmatized (Jongejan and Damianis, 2009) with the Centre for Language tools for processing Danish available at the Danish CLARIN infrastructure. In table 2, we report for each manifesto: the number of running words, the number of lemmas, the number of lemmas which only occur in the specific manifesto (unique lemmas), their percentage with respect to the number of lemmas in the manifesto, and finally the manifestos’ LIX-score. The LIX-score was originally proposed by (Björnsson, 1968) as a readability score and is often used in the Nordic countries. However, it is also one of the features that has been found useful to characterize the authors of texts, e.g. (Pennebaker et al., 2007). The LIX-score is calculated as

$$LIX = \frac{W}{S} + \frac{LW}{100}$$

where W is the number of words, S is the number of sentences, and LW is the number of long words, that is words that consists of more than 6 letters. The LIX-score formular is similar to e.g. the Flesch-Kincaid Grade Reading Level and other readability scores (see e.g. (Zhou et al., 2017) for a comparison of various readability scores), which do not include text external evidence such as the frequency of words, or syntax, e.g. information on subordinate clauses. We only use it as an extra factor in the comparison of the four manifestos. Since the manifestos are written by professionals, the LIX-score to some extent reflects the chosen complexity of the manifesto texts with respect to the target audience. Unfortunately, this score cannot be used as a feature for analyzing the speeches from the parliament, since sentence length, delimited by punctuation marks, is not a natural property of spoken language. The Social Democratic Party’s manifesto has the lowest LIX score, followed by The Danish People’s Party’s manifesto. The highest LIX score is that of The Red-Green Alliance’s manifesto. Not surprisingly, the manifesto of The Danish People’s Party contains the lowest number of unique lemmas since it is the shortest one, while the difference between the number of unique lemmas in the manifestos of The Social Democratic Party and The Liberal Party and their length are not related. In fact, the former manifesto contains approx. 400 tokens less than the second, but has relatively fewer unique lemmas.

The five most frequent adjectival, verbal and nominal lemmas and their relative frequency with respect to the lemma’s class in each manifesto were extracted and they are shown in table 3 while table 4 shows the three most frequent unique lemmas in each manifesto. Auxiliary verbs were not included in table 3.

It is not surprising that some of the frequent lemmas in the table are common to more manifestos. However, many of the frequently occurring lemmas and most of the unique frequent lemmas reflect clearly the political stance of the party. This is especially the case for the manifesto of the most right- and left-winged parties. More specifically, The Danish People’s Party’s manifesto contains many times the adjective Danish and free, the substantive democracy and country and the verb secure, while the most frequent unique lemmas for this party are christianity, cultural heritage and health care reflecting the main stance of the party: the defense of the Danish culture, religion, and democracy against the influence of non christian immigrants as well as the need for keeping the Danish welfare system. The Red-Green Alliance’s manifesto on the other hand contains many occurrences of the lemmas socialist, capitalist, capitalism, create, work, and movement which point towards the party’s ideology aiming towards a socialist state and against capitalism. Similarly, the most frequently occurring lemmas in The Liberal Party’s manifestos are partly common to those of the other right-winged party and partly characteristic of their liberal ideology, e.g. free, freedom, possibility, secure. Moreover, their most frequent unique lemmas are liberal and liberalism and police which reflect their liberal ideology and their intention to secure a strong policy as middle against criminality, one of the themes in the party’s manifesto. Finally, the manifesto of the social democrats contains many lemmas common to the manifestos of the other parties, while the most frequent unique lemmas show their general plan of ensuring a social model and integrating the legal immigrants in the Danish society. This reflects the position of the party in the parliament (center-left) and the fact that the social democrats’ attitude towards e.g. immigrants the past years has become more similar to that of the right-winged parties.

---

4https://clarin.dk.
5https://clarin.eu.

---

The occurrences of the adjective in the party’s name were removed from the frequency numbers.
Table 2: Number of tokens, lemmas, unique lemmas and LIX of manifestos

<table>
<thead>
<tr>
<th>Party</th>
<th>Token</th>
<th>Lemma</th>
<th>UniqLemma</th>
<th>% Uniq</th>
<th>LIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danish People’s Party</td>
<td>1132</td>
<td>389</td>
<td>83</td>
<td>21.3</td>
<td>47.02</td>
</tr>
<tr>
<td>Red-Green Alliance</td>
<td>8015</td>
<td>1294</td>
<td>514</td>
<td>39.7</td>
<td>50.05</td>
</tr>
<tr>
<td>Social Democratic Party</td>
<td>8835</td>
<td>1286</td>
<td>469</td>
<td>36.5</td>
<td>39.22</td>
</tr>
<tr>
<td>Liberal Party</td>
<td>9241</td>
<td>1668</td>
<td>825</td>
<td>49.5</td>
<td>49.45</td>
</tr>
</tbody>
</table>

Danish People’s Party

- **% ADJ**: 20.56
dansk (Danish)
- **% VERB**: 3.55
ønske (wish)
- **% NOUN**: 8.19
kultur (culture)

Red-Green Alliance

- **% ADJ**: 4.34
socialistisk (socialist)
- **% VERB**: 3.04
skabe (create)
- **% NOUN**: 1.97
arbejde (work)

Social Democratic Party

- **% ADJ**: 8.19
god (good)
- **% VERB**: 2.78
skabe (create)
- **% NOUN**: 1.49
menneske (human)

Liberal Party

- **% ADJ**: 5.48
fri (free)
- **% VERB**: 4.43
sikre (secure)
- **% NOUN**: 1.78
borger (citizen)

Table 3: Most frequent lemmas and % of same in the word class

<table>
<thead>
<tr>
<th>Party</th>
<th>1.unique</th>
<th>2.unique</th>
<th>3.unique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danish People’s Party</td>
<td>kristendom (christianity)</td>
<td>kulturarv (cultural heritage)</td>
<td>sundhedspleje (health care)</td>
</tr>
<tr>
<td>Red-Green Alliance</td>
<td>socialistisk (socialist)</td>
<td>kapitalistik (capitalist)</td>
<td>bevegelse (movement)</td>
</tr>
<tr>
<td>Social Democratic Party</td>
<td>sammenhængskraft (cohesion)</td>
<td>sanfundsmodel (society’s model)</td>
<td>integration (integration)</td>
</tr>
<tr>
<td>Liberal Party</td>
<td>liberal (liberal)</td>
<td>frisind (tolerance/liberalism)</td>
<td>politi (police)</td>
</tr>
</tbody>
</table>

Table 4: Most frequent unique lemmas in the parties’ manifestos

A manual analysis of all the unique lemmas in the manifestos shows also that while the manifesto of the Danish People’s Party addresses the general themes which are connected with the party’s ideology, the manifestos of the other three parties, and especially of the social democrats and liberals, also address general political domains such as the environment, the economy and the education policy. Concluding, the analysis of the most frequently occurring lemmas in the four Danish parties’ manifestos show that manifestos’ lemma frequencies are a useful feature for extracting the political stance of the political parties confirming the importance of word-related scores investigated in party manifestos in other countries, e.g. (Laver et al., 2003; Slapin and Proksch, 2008).
5. The Prediction experiments

As noticed by (Laver et al., 2003), the language of party manifesto is different from that used in political speeches and therefore it cannot be used as a reference language for making predictions in political debates. However, we hypothesize that the words used by politicians of various parties during Parliament debates differ to some extent since they should reflect the different stances of their party on specific issues and make use of words preferred by their political group. Therefore, the main aim of our second study is to determine to what extent it is possible to automatically predict the party of Parliament members from their speeches in the parliament chamber applying various language models built on their words and lemmas. Furthermore, we want to evaluate the performance of several NLP methods and algorithms on this task.

First, we extracted all the speeches uttered by members of the four parties whose Manifestos were analysed in the previous sections. Then, we removed the speeches which were produced by ministers and the Speaker in order to have a uniform corpus of speeches by ordinary Parliament members, since the speeches of ministers are generally longer while the Speaker only chairs the debates without participating actively in them. We also removed from the data the speeches which contained less than 7 words, getting a dataset of 15911 speeches and 3,145,226 tokens. The number of speeches and the number of tokens per party in the resulting datasets are in table 5. The experiments were run using the scikit-learn library in python. The transcriptions of the speeches were tokenized and lemmatized using the Centre for Language’s tools available in the Danish infrastructure, CLARIN.DK. The data were transformed in csv-format so that every line contained a speech, the lemmas of the speech, and the party of the speaker. Punctuation marks were removed from the speeches. The module’s algorithms which were tested are K-nearest Neighbors (KNN) multinomial Naive Bayes (NB), Multi-layer Perceptron classifier (MLP) with a lbgs solver, Support Vector Machine (SVM) with a rbf kernel, and Logistic Regression with the lbgs solver (LR). The dataset was randomly divided in a training set, 60% of the data, a testing set (20% of the data) and an evaluation set (the remaining 20% of the data). The baseline is provided by a majority classifier, and the results are reported in terms of precision (P), recall (R) and weighted F1-score (F1). Speeches of a politicians could occur both in the training and test data. The algorithms were trained on the following datasets: a dataset consisting of bag-of-words (BOW), BOW of the speeches’ lemmas (BOWL), the term frequency-inverse document frequency (tf*idf) extracted from the words (TFIDF) of the speeches and from their lemmas (TFIDFL). The tf*idf measure was developed in the field of Information Retrieval (Salton and McGill, 1986) in order to determine how central a word is to a document in a collection of documents and is also often used in NLP.

Stoplists consisting of the most frequent tokens (n>2500) and of the least frequent tokens (n<10) were applied when pre-processing the data. The removal of the least frequent tokens resulted in the deletion of most of the wrongly tokenised elements and numbers. The most frequently occurring lemmas on the other hand consisted of words like tak (thanks), minister (minister) and lovforlæg (law bill) which often occur in the speeches from all parties, and therefore are not particularly characteristics of one of them. Table 6 shows the results of the baseline and of the three best performing algorithms, that is Naive Bayes, Support vector machine and Logistic Regression on the various language models. The results of all classifiers are significantly better than those obtained by the majority classifier or those that can be obtained by chance (0.25). The best results, a weighted F1-score of 0.57, were obtained with the multinomial Naive Bayes trained on bag of words and the support vector classifier trained on tf*idf over words. The second best results were obtained by Logistic regression trained on the tf*idf over words (F1-score 0.56). The results are very promising since some of the speeches are short and the parliament members discuss the same law bills, and therefore they often use the same terminology. Moreover, speakers’ individual characteristics in the form of e.g. number of disfluencies and self corrections were removed from the speeches. Therefore, the differences between the various speeches are not caused by these factors. Instead the differences in word use by different parties’ members can be explained by party specific terminology and by party specific interests in various subjects. Both aspects should be investigated further in future studies.

Figure 1 is the normalized confusion matrix obtained with the support vector machine’s tf*idf model. The diagonal of the confusion matrix shows the proportion of speeches which were correctly classified, while the other slots show the speeches which were wrongly attributed to another party. The confusion matrix shows that the model predicts

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Data</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority</td>
<td>0.07</td>
<td>0.27</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Multinom.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>BOW</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>BOWL</td>
<td>0.52</td>
<td>0.52</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>TFIDF</td>
<td>0.57</td>
<td>0.46</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>TFIDFL</td>
<td>0.52</td>
<td>0.47</td>
<td>0.44</td>
</tr>
<tr>
<td>Support Vector</td>
<td>BOW</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>Machine</td>
<td>BOWL</td>
<td>0.47</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>TFIDF</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>TFIDFL</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>BOW</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>BOWL</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>TFIDF</td>
<td>0.57</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>TFIDFL</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 5: Speeches and tokens per party

<table>
<thead>
<tr>
<th>Party</th>
<th>Number</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Danish People’s Party</td>
<td>3864</td>
<td>785,785</td>
</tr>
<tr>
<td>Red-Green Alliance</td>
<td>3711</td>
<td>732,422</td>
</tr>
<tr>
<td>Social Democratic Party</td>
<td>4255</td>
<td>858,880</td>
</tr>
<tr>
<td>Liberal Party</td>
<td>4081</td>
<td>768,139</td>
</tr>
</tbody>
</table>

Table 6: Results of predictions experiments
speeches from the four parties with F1-scores between 0.53 and 0.60, and the best scores were obtained on speeches by The Liberal Party’s (V) and Social Democracy (S)’s members and the worse result was achieved in the identification of speeches by The Red-Green Alliance (EL). Not surprisingly, the best results regard the speeches of the two parties with the highest number of speeches. Similarly, the F1-score for The Red-Green Alliance’s speeches is the lowest one since the speeches from the latter party are the least numerous. Moreover, the fact that the language model predicts in 0.19 of the cases that the speeches from The Danish People’s Party are uttered by members of The Social Democratic Party confirms the qualitative analysis of the two parties’ manifestos which indicated that The Danish People’s Party and The Social Democratic Party use often the same terminology in a number of subjects (section 4.). The confusion matrix also shows that the speeches of the two parties which are less frequently confused are those from the most left- and most right-winged party. Furthermore, the matrix shows that the speeches of Social Democrats and Liberals are also often attributed to the other party (19% and 17% of the cases). Interestingly, the best performing algorithms give similar Precision and Recall scores (the same in our tables since we rounded the results up to two decimal digits). This shows that the false negatives and false positives are often the same, indicating again that the members of the Parliament talk about the same subjects and have some common terminology in approximately 40% of the cases even if they have different ideologies.

6. Conclusions and future work

In the paper, we described work act a) present an analysis of the content of the manifestos of two left- and two right-winged Danish based on the most frequent and specific lemmas occurring in them, b) determine to what extent the words used in the parliament debates by members of the four parties can be used to train models that can distinguish the party of the speech producers c) test the performance of various features and classifiers on this task.

The analyses of the frequency of content lemmas in the manifestos indicate similarity and differences between the four parties’ programs, confirming that parties from both the left and right wing have similar positions on a number of subjects. The analyses also confirm previous research that successfully use word-based scores from party manifestos in order to distinguish the party’s positions towards specific subjects (Laver et al., 2003; Slapin and Proksch, 2008). The results of our prediction experiments involving various language models based on NLP-technologies show that the best results are achieved by a support vector machine trained on a td*idf vector (F1-score = 0.57) obtained from the speeches’ words and by the multinomial Naive Bayes trained on bag of words. These results are striking since the politicians discuss the same subjects in the Parliament Chamber. The confusion matrix for the best performing language model also confirms that the speeches of some parties (Social Democratic Party and Liberal Party as well as Social Democratic Party and Danish People Party) are more similar to each other than the speeches by members of other parties (Danish People’s Party and Red-Green Alliance) with respect to lexical choice. In the future, we will include in the study the subjects of the speeches and other factors such as the age and gender of the parliament members. Moreover, the speeches of more parties and covering a longer period of time will be used in prediction experiments. Finally, our study could be extended to the Hansards of more parliaments and the words used by left-wings and right-wings politicians in different countries could be compared.
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Abstract

Most diachronic studies on either lexico-semantic change or political language usage are based on individual or structurally similar corpora. In this paper, we explore ways of studying the stability (and changeability) of lexical usage in political discourse across two corpora which are substantially different in structure and size. We present a case study focusing on lexical items associated with political parties in two diachronic corpora of Austrian German, namely a diachronic media corpus (AMC) and a corpus of parliamentary records (ParlAT), and measure the cross-temporal stability of lexical usage over a period of 20 years. We conduct three sets of comparative analyses investigating a) the stability of sets of lexical items associated with the three major political parties over time, b) lexical similarity between parties, and c) the similarity between the lexical choices in parliamentary speeches by members of the parties vis-à-vis the media’s reporting on the parties. We employ time series modeling using generalized additive models (GAMs) to compare the lexical similarities and differences between parties within and across corpora. The results show that changes observed in these measures can be meaningfully related to political events during that time.

Keywords: diachronic corpora, lexical stability, political discourse

1. Introduction

Lexical associations among words change over time. This is particularly evident for the lexical contexts associated with words denoting named entities, such as political parties in public discourse. Various approaches have been developed to make contextual (or semantic) drift quantitatively tangible (Kim et al., 2014; Hamilton et al., 2016a; Hilpert and Correia Saavedra, 2017). However, most of the research in this area has been limited to studies based on single diachronic corpora. The same is true of studies on political language usage, which either use single or structurally comparable corpora. In this paper we explore ways of comparing lexical contexts associated with named entities, viz. political parties, across two corpora with substantially different structures and text types, representing the language of the Austrian media and the Austrian parliament, respectively.

Our approach is motivated by a socio-linguistic interest in how different domains of text production (media vs. parliament) shape political discourse. An additional aim is to investigate to what extent discourse is sensitive to political events, such as elections, and the changing representational roles of political parties that elections entail. While much research on these topics is carried out by close reading of relevant primary texts (Fairclough, 1995a; Wodak, 2010), we demonstrate how such qualitative analyses can be guided and complemented by quantitative methods that are both transparent and relatively simple. To that end, we analyze two diachronic corpora of Austrian German, namely a diachronic media corpus (AMC) and a corpus of parliamentary records (ParlAT, Section 3.). We focus on the lexical contexts associated with political parties in both corpora and measure their cross-temporal stability. Since the two corpora show substantial differences with respect to their structure and size, one of the methodological challenges consists in extracting data from the datasets that allow for meaningful comparison.

In what follows, we discuss our data and the methods used to analyze them in more detail. We present the analytical results from the cross-corpus comparisons and interpret them in relation to Austria’s political history over the past 20 years.

2. Related Work

Most diachronic studies on either lexico-semantic change or political language usage are based on individual or more or less comparable corpora. Many of the recent computer linguistic advances in the area of semantic change tracking and detection have been based on the large Google books corpus or a genre-controlled sub-sample from it (Hamilton et al., 2016b; Dubossarsky et al., 2017; Rosenfeld and Erk, 2018). While the great advantage of using this resource lies in its unmatched size, it is not a balanced linguistic corpus in the strict sense. For that reason, the Corpus of Historical American English (COHA) is also often used for studying semantic change (Hamilton et al., 2016a; Eger and Mehler, 2016). In either case, however, the internal structure(s) of the corpora have been of minor relevance for these studies, which are mostly interested in global linguistic mechanisms and trends regarding lexical semantic change and are therefore not primarily content-focused.

In contrast, content and internal structure are of critical importance for studies of political language usage. Studies approaching political discourse from a qualitative perspective often exploit one specific type of political texts, such as parliamentary records (Ilie, 2010; Sealey and Bates, 2016; Archer, 2018; Truan, 2019; Waddle et al., 2019). Qualitative analyses comparing parliamentary records to other resources are much rarer (Ilie, 2004; Archakis and Tsakona, 2010). Similarly, quantitative approaches to political language are usually confined to one source of politically relevant texts (Huang et al., 2019).
Systematic comparative research of political language usage across structurally different corpora, particularly employing quantitative methods, is still outstanding, not least because of the challenges that such an approach faces. The present contribution explores some avenues towards that goal.

3. Data

Parliamentary records are a prime source for studying political discourse. They are published periodically according to a stable procedure, which makes them particularly valuable for diachronic investigations, and even though they usually undergo some amount of editing, their almost verbatim character renders them closer to spoken discourse than related sources (Winters, 2017). A second type of texts that is also commonly used for studying both political discourse and language change is newspapers and media publications more broadly (Böhning, 2017; Gloning, 2017). Usually, these source types are used independently of each other. It is our aim to explore ways of studying them together.

3.1. Austrian Media Corpus

The Austrian Media Corpus (AMC) (Ransmayr et al., 2013) is a diachronic text corpus containing Austrian newspapers, magazines, press releases, transcribed television interviews, news stories from television etc. from the last 30 years. It was created as part of a public-private cooperation between the Austrian Press Agency (APA) and the Austrian Centre for Digital Humanities (ACDH) at the Austrian Academy of Sciences (ÖAW). With over 44 million articles, it is one of the largest text corpora for German and definitely the largest for Austrian German. As it is a monitor corpus, new material is being processed and added continuously. The linguistic data has been tokenized, lemmatized and part-of-speech tagged. In all, it contains 10.5 billion tokens representing 40 million word forms and 33 million lemmas. Even though the AMC includes data from a longer time span, we only use data covering the years 1997 to 2016 in the present analysis, which coincides with the duration of six successive Austrian governments. We also restricted the data set to the newspaper sub-corpora which has 5.5 billion tokens.

3.2. Corpus of Austrian Parliamentary Records

The Corpus of Austrian Parliamentary Records (ParlAT) contains the parliamentary records of the National Chamber (Nationalrat) – one of two chambers of the Austrian parliament. At present, ParlAT covers the official transcripts (from shorthand) from the XXth to the XXVth legislative periods (1996–2017) (Wissik and Pirker, 2018). Besides being tokenized, part-of-speech tagged and lemmatized, ParlAT also contains special TEI markup in accordance with the Parla-CLARIN guidelines (Erjavec and Pančur, 2019). All speeches delivered by members of parliament (as well as unauthorized interjections by members) are marked up as utterances <u> and each speaker is identified and marked up, accordingly. Thus, every utterance can be linked to a specific speaker. Additional comments and notes supplied by the stenographers are also encoded (e.g. applause etc.). The corpus consists of approximately 75 million tokens representing over 600 000 word forms and 400 000 lemmas. Again, for the present study we only use the years 1997 to 2016.

3.3. Data preprocessing

Our basic aim is to compare the language used to talk about the parties in the media to the language used by party members themselves in parliament. This leads to a fundamental problem regarding the comparability of the data: one of the corpora (ParlAT) is made up of texts by individual speakers, whose party affiliations are relevant for our purposes, while the other (AMC) is made up of texts whose authorship is irrelevant. Thus, we had to preprocess our data in a specific way in order to make them amenable to comparative study. First it was necessary to determine which units of linguistic analysis were to represent political discourse. Based on the assumption that political topics and concepts are most emblematically represented by common nouns (such as Arbeit ‘work’; nation) and the fact that they represent markedly different types of texts’ in different ways. For ParlAT, it was the lexical items that politicians actually used in their speeches that we were primarily interested in, so ‘lexical context’ in this case denotes the set of common nouns that occurred in the party members’ speeches. The process of linking speech to party was rather straightforward, since speaker IDs for every utterance can be linked to metadata including the speakers’ party affiliations. Only speeches by elected representatives were included, whereas procedural utterances (e.g. by the chair) as well as interjections were omitted.

In order to obtain comparable subcorpora for the AMC, representing discourse about rather than by the respective parties, we extracted context windows around the party names (SPÖ, ÖVP, FPÖ, BZÖ) as they occurred in the text material. A window length of 20 words (10 nouns preceding and 10 nouns following a party name) was chosen, which is
analogous to the median length (19 words) of the selected utterances in ParlAT. In sum, we compiled 120 subcorpora (one for each party in each year for each corpus), which we take to represent the lexical contexts of the parties across the 20-year investigation period.

4. Methods

The majority of studies on computational detection of diachronic change in word usage and meaning make use of a distributional semantics approach, and in particular, prediction-based word embedding models (Kutuzov et al., 2018; Tahlmasebi et al., 2018). However, state-of-the-art word embedding models are rather sensitive to the amount of the data used for training. Apart from the fact that various subcorpora from our dataset are not sufficiently large to train a word embedding model, the specific ways in which we preprocessed our data, as determined by our comparative research interest, makes the application of word embedding models problematic. This is particularly so, since the already relatively small ParlAT corpus needs to be split into year-wise subcorpora in order to make diachronic comparisons possible.

Thus, we opted for a simpler but at the same time more accessible approach for investigating the lexical stability in the contexts of target words (in this case, party names) over time and across domains. Since it has been shown that semantic shifts can be usefully quantified by means of the Jaccard index (Jaccard, 1912) (i.e. the size of the intersection of two sets divided by the size of their union), we used it as a measure of similarity between two sets of words (Buntinx et al., 2017; Rodina et al., 2019) representing either different years, parties or corpora. Furthermore, we employed statistical modeling of time series to analyze the diachronic dynamics of the resulting Jaccard index values.

4.1. Word set statistics

In order to address the issue of the small sizes of the subcorpora for each party per year and their uneven distribution, we applied Jaccard distance to equally sized sets of words. Thus, for each year and political party under consideration we created a set of distinctive words, which we take to be characteristic of that party in that particular year.

We examined several statistical measures (pointwise mutual information word co-occurrence matrix counts, logistic regression coefficients, cosine similarity of count-based word vectors, etc.) to obtain these characteristic word sets for each subcorpus. However, only two of these were found to be reliable and useful with regard to our research interest, namely word frequency and a $\chi^2$-based keyword measure.

All other measures under considerations yielded small intersections of word sets in diachronic comparisons, making similarity estimates unreliable. The former statistic simply consists of the N most frequent words in a subcorpus. The $\chi^2$-based keyword metric is calculated as follows: First, to measure distinctiveness of words in a subcorpus we ran a $\chi^2$-test for all the word frequencies in the party subcorpus for the year X against the aggregated word frequencies for the remaining parties’ subcorpus for the year X; then, we filtered the resulting statistics based on the p-value ($p < 0.05$) as well as on positive/negative distinctiveness of the words, i.e. we only included words with a positive $\chi^2$ statistic, representing words with a significantly higher occurrence likelihood for a given party compared to the other parties; and, finally, we sorted words by their $\chi^2$ value and took N words with the highest value. Set size was chosen in such a way that noise is minimized. Sets of 200 words were found most informative and methodologically robust.

Smaller sets were found to be overly sensitive to year-wise fluctuations, often producing values close to zero for any given year, while larger sets did not substantially alter the results. We conducted comparative analyses of Jaccard similarity in three different ways. First, in order to detect changes in the lexical sets for each party over time, we calculated the Jaccard similarity between the word set for any given year and the very first year to see to what extent the lexical sets had shifted. Second, for each year we computed pairwise similarity values between the word sets of the three parties to see to what extent their lexical usage overlapped. Third, for each party and year we examined the similarity between the word sets from the two corpora.

4.2. Time series modeling

Time series of similarity measures were modeled by means of generalized additive models (GAM) (Wood, 2017), in which time was implemented as a smooth predictor term. This allows a more fine-grained inspection of successive patterns of convergence and divergence between the word sets compared to standard linear regression models. In a graph representation of the model, the non-linear dependencies between variables become visible as curves. The number of knots in the smooth term (i.e. how flexible we allowed the curves to be) was optimized based on the model’s Akaike Information Criterion (AIC), a measure of a model’s goodness of fit that also considers complexity. This retains maximal informativity of the model while avoiding undue sensitivity to individual data points. Autocorrelation in the time series was accounted for through autoregressive modeling (AR(1)) (Akaike, 1969). For computations, the R libraries mgcv (Wood, 2011) and itsadug (van Rij et al., 2017) were used.

5. Results

We conducted three sets of comparative analyses with the nominal word sets extracted from AMC and ParlAT (see Section 3). The purpose was to establish a) how stable or changeable the noun vocabularies associated with the three major parties were in the two discourse domains during the 20 years under investigation, b) how similar the vocabularies linked to the individual parties were to one another, c) how much similarity there was between the vocabularies used by the parties in parliamentary speeches on the one hand and by the media in their reporting on the parties on the other. Additionally we asked whether any changes observed in these measures could be related to political events during that time.\footnote{All Jaccard indices can be found at https://drive.google.com/drive/folders/1m9Nuv1M6lac81aijiE-QXEBJc8J8T0?usp=sharing.}
5.1. Lexical stability per party

First, we measured lexical stability both in the media’s coverage of the three main political parties in Austria and in the parties’ own language as used in parliament. The time series displayed in Figures 1 and 2 trace Jaccard indices (JI) of the $\chi^2$-based keyword sets for each party, where the JI for any specific year represents the amount of lexical overlap between the set for that year and the set for the very first year of the investigated period (i.e. 1997). In essence, this measure gauges to what extent discourses by and about parties moved away from the point of departure.

In the AMC, the keyword sets for the right-wing FPÖ/BZÖ and the centre-left SPÖ undergo significant changes in the first half of the period, represented by a significant drop in JI values. In the second half, the sets regain similarity with the keyword sets of the first year. The JIs for the two parties vary between 0.11 and 0.38, i.e. about 20% to 55% of the 200 keywords is shared between the years. For the centre-right ÖVP, no significant changes can be detected, the JIs hovering around 0.18, i.e. roughly 30% overlap.

In ParlAT, similar patterns emerge for FPÖ/BZÖ and SPÖ, as both parties witness significant drops in lexical similarity to the first year, and again partly revert to the original keyword sets during the second half of the period. Here, the ÖVP also sees significant changes paralleling those of the other parties. JIs for all three parties oscillate between 0.04 and 0.38 (i.e. between 8% and 55% overlap). These findings indicate that the media discourse related to the ÖVP (as found in the AMC) is generally less variable compared to the other parties, even though all parties exhibit substantial variability in ParlAT. It is also worth noting that in the AMC the discourse surrounding the FPÖ/BZÖ remains relatively more faithful to its initial state compared to the other parties, while in ParlAT FPÖ/BZÖ generally exhibits lower values.

5.2. Lexical similarity between parties

It is intriguing to relate the apparent slump in lexical stability during the first half of the investigated period to a major change in government: in 2000, the FPÖ (later BZÖ) entered into a coalition government with the ÖVP, which
lasted (over two legislative periods) until 2007. To further explore this observation, we next investigated whether the political vocabularies associated with two political parties exhibit higher similarity metrics during years when the parties participated in a coalition government. For this analysis, we calculated between-party JIs from annual word sets consisting of the 200 most frequent common noun lemmas associated with each party in the two corpora. For this step, simple frequency-based sets were preferred over $\chi^2$-based sets, since the latter by definition represent party-specific distinctive vocabularies, which would depress the JI measuring lexical overlap between parties. The results in Figures 3 and 4 bear out this expectation. In both the AMC and ParlAT the similarity metrics representing the shared noun vocabulary of the ‘Grand Coalition’ parties (SPÖ and ÖVP) are significantly reduced in the years of the ÖVP–FPÖ/BZÖ governments, while lexical similarity between the right and centre-right parties is elevated during that time. In contrast, lexical similarity between the parties never forming a coalition government (SPÖ and FPÖ/BZÖ) seems stable at a lower level throughout the 20 years. In addition, there seems to be more lexical overlap in the AMC between SPÖ and ÖVP even during years when they did not form a government compared to the remaining non-governing party combinations. This is indicated by higher JI values generally.

We further tested the correlation between lexical similarity and participation in government by constructing a simple linear model from the same data as above, with JI as the output variable, participation in government (GOV) as a two-valued categorical predictor variable (Gov, NoGov). The (hypothetical) coalitions (COAL) were also added as an interacting predictor variable ($JI \sim GOV \times COAL$). Figure 5 and Tables 1 and 2 show that in both corpora lexical similarity between two parties is higher when they are in a coalition government together. Only in ParlAT the difference reaches statistical significance ($p < 0.001$), however, while in the AMC the difference is marginally significant ($p = 0.0582$). The models also confirm that there is a higher baseline similarity between the SPÖ and the ÖVP ($p < 0.001$) compared to other party combinations. In ParlAT, the identity of the parties does not add significantly to the predictiveness of the model.

![Figure 5: Linear regression models for AMC (left) and ParlAT (right), Formula: ($JI \sim GOV \times COAL$).](image)

<table>
<thead>
<tr>
<th>Pred.</th>
<th>Levels</th>
<th>Est.</th>
<th>SE</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>.68</td>
<td>.02</td>
<td>3.256</td>
<td>&lt;2e-16</td>
<td></td>
</tr>
<tr>
<td>GOV</td>
<td>NoGov</td>
<td>-.07</td>
<td>0.02</td>
<td>-3.48</td>
<td>.001</td>
</tr>
<tr>
<td>COAL</td>
<td>FP/VP</td>
<td>.03</td>
<td>.02</td>
<td>1.56</td>
<td>.11</td>
</tr>
<tr>
<td>SP/VP</td>
<td>.02</td>
<td>.02</td>
<td>1.78</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>GOV $\times$ COAL</td>
<td>NoGov $\times$ FP/VP</td>
<td>.02</td>
<td>.03</td>
<td>.86</td>
<td>.40</td>
</tr>
</tbody>
</table>

Table 1: Table AMC model, Formula: ($JI \sim GOV \times COAL$).

5.3. Lexical similarity across corpora

Up to this point, word sets from the two corpora have been analyzed separately, and any comparisons between them have rested on correlation tests with the corpus-specific JIs as input. In a third and final step, we addressed the question whether there is also a cross-corpus overlap between the word sets themselves and whether we could identify tendencies towards lexical convergence or divergence between the two discourse domains. For this analysis, we again relied on $\chi^2$-based keyword sets. In this case, the JIs for each party in each each year represent the amount of lexical overlap between the keywords from the AMC contexts, representing media discourse about the parties, and the keywords extracted from ParlAT, representing the parties’ own use of language.

As in the previous analyses, the results suggest a temporal split between the first and the second half of the investigation period, roughly corresponding to the changes in governing coalitions (Figure 6). Interestingly, two of the parties behave in an almost antithetical way: where the lexical sets from the two corpora tend towards greater convergence for the FPÖ/BZÖ, they diverge for the SPÖ, and vice versa ($r(18) = -0.86, p < 0.001$). The ÖVP takes an intermediate position: at first, its cross-corpus similarity metrics align more closely with those of the FPÖ/BZÖ, but after a peak during the early years of the the right/centre-right coalition government soon fall back to a trajectory that is counter-cyclical to that of the FPÖ/BZÖ and similar to that of the SPÖ (ÖVP vs FPÖ/BZÖ: $r(18) = -0.45, p < 0.05$; ÖVP vs. SPÖ: $r(18) = 0.45, p < 0.05$). It should be noted that the JI measures in this analysis are generally smaller than those found for lexical stability per party within corpora (cf. Section 5.1.). JIs range between 0.02 and 0.21, which corresponds to between c. 4% and c. 35% shared nominal
keyword vocabulary associated with the parties across the two domains.

![Figure 6: AMC, ParlAT, Jaccard index per party, 1997–2016, lexical similarity between corpora, lexical sets based on χ²-tests (n = 200 per party per year)](image)

6. Discussion

A common theme running through all the above analyses is that lexical usage in Austrian political discourse is sensitive to changes in political realities. More importantly for present purposes, the sensitivity of language to real-world events can be traced and explored comparatively with the help of the two corpus resources presented here, the AMC and ParlAT.

Thus, it emerges from the empirical analysis that changes in governing coalitions have a visible and robust impact both on the lexical inventory used by the media to report on the three major parties and on the vocabulary used by party representatives in parliament. This is evident in the way that lexical usage adapts to a party’s democratic role during a legislative period (Section 5.1.), and also in the way that the parties’ speech patterns converge when they join to form a government (Section 5.2.). These findings are not altogether unexpected, considering that the change of a party’s role within the structures of a representational democracy goes hand in hand with changes in executive responsibilities and procedural matters. At the same time, a closer inspection of the keyword sets for the individual parties also suggests that lexical differences between governing and opposition roles reflect different strategies of self-representation (Gruber, 2015).

When in government, the SPÖ generally uses more positive and dynamic vocabulary, including Arbeit ‘work, employment’, Lösung ‘solution’, Möglichkeit ‘opportunity’, Maßnahme ‘measure, action’, Projekt ‘project’ and Erfolg ‘success’. In opposition, the same party’s vocabulary is more critical, including Forderung ‘demand, request’, Kritik ‘criticism’, Problem ‘problem’, as well as a wider range of unconcealed expressions of rebuke, such as Chaos ‘chaos’, Desaster ‘disaster’, Doppelspiel ‘duplicity’, or Ellbogengesellschaft ‘elbow society’, none of which features prominently in the party’s speech when in government. Some of these tendencies seem to carry over to the AMC, where Lösung, Maßnahme and Möglichkeit are also among the most prominent keywords associated with the SPÖ while in power. Findings such as these can serve to complement studies on how politicians defend their own record (Sealey and Bates, 2016) and negotiate differences (Harris, 2001; Archer, 2018; Waddle et al., 2019) within the confines of decorum and parliamentary rules.

Another finding worth commenting on highlights how the lexical effects of being in government may sometimes differ between parties. As seen in Section 5.3., the lexicon associated with the FPÖ/BZÖ during the right/centre-right government showed a much greater degree of convergence between parliamentary and media discourse relative to that of its coalition partner ÖVP. This could be interpreted as evidence that the FPÖ was generally more successful in having topics or its way of speaking picked up by the media. Without a closer reading of the source materials, it is not immediately clear if this was indeed the case. It is striking, however, that many of the most widely dispersed keywords linked to the FPÖ/BZÖ in both corpora during this time designate individuals, such as Person ‘person’, Kollege ‘colleague’, Abgeordnete ‘representative, MP’, Freiheitliche ‘member of the freedom party’ and Mitglied ‘member’. This may be a reflection of internal conflicts within the FPÖ during this time, including a party coup in 2002 (known in Austria as ‘Knittelfeld’ after the venue of the coup) and the eventual break-up into two parties, FPÖ and BZÖ, in 2005. These tensions and their effect on parliamentary debate may well have had a more attractive media appeal than the ÖVP’s contributions, a difference that integrates well with conceptions of contemporary politics that distinguish between ‘frontstage’ and ‘backstage’ politics (Wodak, 2010).

Equally intriguing are differences between the two corpora: For example, we found little evidence to suggest that the way that the only party in power throughout the 20-year period, the ÖVP, was represented in the media changed much at all (see Section 5.1.). At least based on the JIs measuring how much of the keyword vocabulary matches the first year’s vocabulary, there was little movement over time. This differs starkly from the way that lexical items characterise the speech of the ÖVP in parliament, being subject to some of the strongest fluctuations of all parties. Continuity in government may level out media coverage, but the same may not necessarily hold true for the language in parliament. Findings such as these may prompt closer investigations of disparities between what a party does in parliament and what is said about the party in the wider public discourse (Wodak, 2010).

Finally, the results provide some basis to speculate about how a party’s positioning in the media discourse may differ from its role in parliament. Thus, the findings in Section 4.2. imply that the so-called ‘centrist’ parties (i.e., SPÖ and ÖVP) display a significantly larger amount of lexical similarity in the media compared to how much keyword vocabulary either of them shares with the right-wing FPÖ/BZÖ. Importantly, this effect is independent of whether the centrist parties formed a coalition government or not. In contrast, no such elevated baseline of lexical overlap between the centrist parties could be observed in ParlAT: here joint
participation in government turned out to be the only factor significantly influencing the amount of overlap between parties. Once again, this points to a potential disconnect between the two domains of political discourse. Suggestive as these findings are, many of the points made above must await further study, either qualitatively by applying the analytical tools developed within the field of discourse analysis (Fairclough, 1995a; Fairclough, 1995b; Wodak and Meyer, 2001), or with a more sophisticated set of quantitative methods, including stylometric analysis of individuals or groups of speakers (Huang et al., 2019), computer-assisted content analysis and topic modeling for extracting political positions (Laver et al., 2003; Proksch and Slapin, 2010; Lauderdale and Herzog, 2016), or sentiment analysis (Taboada, 2016). Nonetheless, this study has demonstrated that a comparative analysis of two corpora with related contents but markedly different internal structures can succeed in yielding insightful and stimulating results, with great potential for the study of political discourse. Within the field of digital humanities, relatively simple and transparent methods such as the ones applied in this study can assist in identifying global trends in the compared data and point out areas of interest in the corpus data for closer scrutiny.

7. Conclusion
In this paper, we examined ways of comparing the stability and similarity of lexical usage across two corpora covering the same time period but otherwise exhibiting substantial differences in terms of annotation and content. We addressed these questions by means of a case study focusing on the lexical contexts associated with major Austrian political parties in two different diachronic corpora, i.e. AMC and ParlAT. We identified and discussed changes in the lexical contexts associated with political parties over time, between the parties and across the corpora. Furthermore, we were able to relate the results of the comparative analysis to real-world events.
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Abstract
Corpora of plenary debates in national parliaments are available for many European states. For comparative research on political discourse, a persisting problem is that the periods covered by corpora differ and that a lack of standardization of data formats inhibits the integration of corpora into a single analytical framework. The solution we pursue is a 'Framework for Parsing Plenary Protocols' (frapp), which has been used to prepare corpora of the Assemblée Nationale (“ParisParl”), the German Bundestag (“GermaParl”), the Tweede Kamer of the Netherlands (“TweedeTwee”), and the Austrian Nationalrat (“AustroParl”) for the first two decades of the 21st century (2000-2019). To demonstrate the usefulness of the data gained, we investigate the Europeanization of migration debates in these Western European countries of immigration, i.e. references to a European dimension of policy-making in speeches on migration and integration. Based on a segmentation of the corpora into speeches, the method we use is topic modeling, and the analysis of joint occurrences of topics indicating migration and European affairs, respectively. A major finding is that after 2015, we see an increasing Europeanization of migration debates in the small EU member states in our sample (Austria and the Netherlands), and a regression of respective Europeanization in France and – more notably – in Germany.

Keywords: corpus creation, parliamentary debates, topic modeling, Europeanization, migration

1. Introduction: Migration and Europeanization
European politics have been challenged profoundly by the large inflow of refugees in 2015 and successive years. Migration has moved to the top of the political agenda of Europe and has become a highly controversial issue – with a huge impact on electoral politics, coalition formation and parliamentary proceedings. For instance, in the Netherlands, a dispute over basic care for rejected asylum seekers in 2015 almost provoked the premature end of the governing coalition. In Germany, the governing coalition of Christian Democrats (CDU), the Christian Social Union (CSU) and the Social Democratic Party (SPD) has been on the verge of collapse due to migration disputes between the coalition parties in 2018. In France, the Asylum and Immigration Act passed in July 2018 triggered a fierce parliamentary dispute. In Austria, Sebastian Kurz from the Austrian People’s Party (ÖVP) won the Federal Chancellery in October 2017, having moved the party to a more restrictive stance towards immigration.

Migration has become one of the most challenging issues for the future of the European Union (EU). In the 2019 campaign for the elections for the European Parliament, migration affairs were center stage. However, it is important to gain a comprehensive understanding, whether a European perspective is systematic or episodic in policy debates. A common ground and a common view of key challenges in the European political landscape is deemed to be necessary for European policy-making. Yet if the prospect of European politics depends on the commonality of perceptions, the question arises, whether issues are generally contextualized in a European manner or whether perceptions remain being defined exclusively from the national context. This is why the Europeanization of migration debates in the national parliaments of EU countries is relevant for the outlook of European politics. Of course, debates on migration and integration are not at all limited to parliamentary debates. Discursive hotspots will often be located somewhere else, in the digital realm amongst others. However, the parliamentary arena has a central role for the agenda of the political-administrative system. Also, one advantage is that plenary debates provide comparative data. Still, comparing parliamentary debates is not an easy road. Whereas pdf documents are almost universally accessible and in the public domain, standardized and machine-readable versions of parliamentary debates covering the same period under investigation remain a goal yet to be reached when working towards the aim of safeguarding a "data-rich" future for social science research (King, 2011).

For this purpose, we develop a “Framework for Parsing Plenary Protocols”, or “frapp” in short. This framework defines a generic workflow for preparing corpora of plenary protocols, limiting the marginal cost for preparing a corpus for an additional parliament to defining regular expressions and the development of supplementary data to consolidate the corpus. Previously, the frapp-approach has been used to prepare corpora of all German regional parliaments and of the UN General Assembly. To explore and demonstrate the advances that may result from an improved data preparation workflow, we started to apply the procedure to a limited number of parliaments across Europe. Based on the theoretical consideration that Western European states have experienced a comparable political development, including a similar history of migration (Messina, 2007), this study focuses on Germany, France, the Netherlands and Austria. The corpora prepared for the German...
Bundestag, the French Assemblée Nationale, the Tweede Kamer of the Netherlands and the Austrian Nationalrat are called “GermaParl”, “ParisParl”, “TweedeTwee” and “AustroParl”.

The data covers two decades (1999-2019). From a technical point of view, our investigation begins at a time when parliaments started to offer "born digital" versions of parliamentary proceedings. Furthermore, our timeframe is defined by important events regarding migration policy in Europe. The Tampere Summit of October 1999 was an important milestone for the closer cooperation of European countries on migration policy, including far-reaching steps towards the harmonization of European asylum law (Trauner, 2016). The May 2019 European elections were dominated by the migration issue and can be seen as a preliminary endpoint of a long period with a high salience for the issue. Methodologically, we use topic modeling (Blei et al., 2003) as a technique to detect the thematic focal points of debates and the co-occurrence of migration-related topics and topics indicating a European perspective. Our paper demonstrates that using computer-assisted text analysis in combination with large-scale textual data is a highly efficient approach to gain findings about the degree of Europeanization of debates on migration in national parliaments. These findings would be utterly tedious to obtain otherwise. But before we turn to data, methodology and results in more detail, we develop the theoretical vanguard more precisely.

2. Theory: Europeanization as a Matter of Attention

Do policies become more similar across the European countries? The assumption of an increasing convergence of policies among EU countries is deeply embedded in the European integration project. In the social sciences, convergence was initially understood as a legislative harmonization process among countries. Researchers have identified various factors leading to convergence. At a systemic level, increasing interdependencies of nation states and the continuous expansion of international organizations (e.g. the EU), were expected to bring about convergence. Interdependence results in legal and normative obligations that should, at least theoretically, lead to legislative convergence of EU countries (Holzinger et al., 2007).

A large number of policy areas can be the subject of convergence processes, including migration policy. Indeed, the ability of EU countries to regulate migration has been shaped profoundly by European integration. The establishment of the European Single Market and the free movement of EU citizens has imposed a set of important restrictions on EU countries to regulate migration at the national level. In addition, some issues have shifted to the European level. The EU has gained relevance for asylum policy as well as security and border control (Trauner, 2016). Thus, the comparative analysis of the convergence of the policy output in migration policy-making is a well-justified and interesting research perspective.

Indeed, convergence studies have a strong focus on policy output (Nordbeck, 2013). In this context, convergence is defined as “any increase in the similarity between one or more characteristics of a certain policy (e.g. policy objectives, policy instruments, policy settings) across a given set of political jurisdictions (supranational institutions, states, regions, local authorities) over a given period of time” (Knill, 2005).

But convergence can be understood more broadly. Kerr (1983) defines convergence as a “tendency of societies to grow more alike, to develop similarities in structures, processes and performances”. Accordingly, convergence does not necessarily mean a congruent or identical reaction to a certain problem, but rather it refers to a gradual approximation, for example in the choice of policies (Scholz, 2012). Theories of convergence entail the empirical necessity to measure similarities across political systems. Accordingly, the focus on specific policies or political outcomes is just one option. A focus on the discursive and communicative patterns of parliaments is a viable alternative. With regard to the question of a common European perception and contextualization of specific problems, we draw on the literature on Europeanization and on the emergence of a European public sphere.

Studies on the European public sphere argue that the EU depends on a common frame of reference shared by citizens of EU countries (Trenz, 2015; Lingenberg, 2010). A common approach taken by these studies is to identify a European public sphere based on the salience of issues in national media systems (Trenz, 2015). The public sphere is defined “as a site where public discourses and popular identities are framed” (Trenz, 2015). At the heart of this approach is the conviction that the mass media constitute the public sphere. In this research, Europeanisation is measured by the “general level of attention the media pays to political news from the EU” (Trenz, 2015). The visibility of European events, actors and issues is the empirical hallmark of this approach.

With regard to our research, the parliamentary arena is no less important to understand Europeanization and convergence, similar to media system analysis. A focus on the frame of reference of parliamentary attention has important methodological consequences. Our interest in the larger trends concerning migration and European affairs implies that an in-depth analysis of the speeches is not necessary. Distant reading rather than close reading is required (Moretti, 2013). Statements about parliamentary attention at a higher level of abstraction make parliamentary discourse comparable and indicate using text mining techniques. The focus on attention structures is furthermore supported by the methodology of the Comparative Agendas Project (CAP).

The CAP monitors policy processes by tracking government activity in response to the challenges they face. These activities can take a variety of forms, including holding hearings or giving speeches (Baumgartner et al., 2019). Bevan (2019) argues that measuring attention is important because every policy change assumes that the “policy is first attended to”. The project has established a comprehensive database recording the “date as well as a minimum of additional information about each issue” (Baumgartner et al., 2019). Baumgartner et al. (2019) argue: “If the key issue is how much attention is being directed at an issue, and if the
attention reflects enthusiasm or criticism, then traditional ‘deep reading’ of the text was not needed”. The CAP methodology justifies why an abstract measurement of attention in parliamentary discourse may provide important insights. This is the starting point of our research: Speeches can be classified with the help of computer-based procedures (topic models). The aim is to identify attention for two relevant issues in speeches: First, speeches with a migration policy reference and second, speeches with a European policy reference. When we know which speeches address migration policy, and which speeches refer to the European level of policy-making, we can obtain statements on the overlap of categories. It is assumed that the appearance of both categories in one speech is an indicator that the migration issue was discussed in the European context, in the sense that a Europeanization of the topic is taking place.

3. Data

3.1. A Framework for Parsing Plenary Protocols

In line with our research interest, we prepared and augmented four corpora of parliamentary debates, from Austria’s Nationalrat (“AustroParl”), the French Assemblée Nationale (“ParisParl”), Germany’s Bundestag (“GermaParl”) and the Dutch Tweede Kamer (“TweedeTwee”). The raw data for building the corpora was obtained from the parliaments’ websites. While most of the necessary data is provided as pdf documents, this format is not apt for technically advanced analyses. A toolchain of several R packages developed in the context of the PolMine Project was used to transform the raw data into a more format suitable for corpus analysis: The first of those, trickypdf, processes pdf files with challenging layouts, providing a convenient workflow to extract text from pdf documents with more complex layouts featuring two columns as well as text on the margins. In the next step, the plain text output of trickypdf needs to be scanned for structural information and annotated accordingly. To ensure replicability and sustainability, plenary data should be prepared in a way which satisfies the principles of FAIR (Wilkinson, 2016). At the same time, barriers of data preparation should be minimized. With these goals in mind, instead of resorting to individual solutions for each parliament, the R package frappp was developed which strives “[t]o reduce necessities to re-invent the wheel in new corpus preparation projects, [and] uses techniques of object-oriented programming and offers a framework that runs the user through the corpus preparation workflow” (Blätte and Leonhardt, 2019). To transform plain text to XML, regular expressions are used to extract relevant meta-information and to store it in the structured data format of the XML output document. Thus, corpora contain information on the legislative period and the date of a speech. They report the parliamentary group membership of a speaker as well as the role of the speaker. Interjections are also annotated. This structural annotation of the original text permits to create complex and multi-layered sub-corpora, which are the prerequisite for comparative analyses. Undoubtedly, a coherent standardization of plenary data is required. One of the most valid solutions is provided by the guidelines of the Text Encoding Initiative (TEI). While being merely TEI-inspired, the XML output of frappp is a preliminary simplified approximation that may be an initial step towards standardization.

TEI/XML is useful for standardization and as a data exchange format. However, it is not necessarily appropriate for analysis. Changing the format is only a first step. After this stage of “XMLification”, the speeches were tokenized and annotated linguistically. All words werelemmatized and assigned to a part of speech. Stanford CoreNLP was used for tokenization and Part-of-speech-tagging (as well as Named Entity Recognition for the Austrian corpus) (Manning et al., 2014). The TreeTagger was used for lemmatization (Schmid, 1995). The general preparation process of the TEI files is described more in-depth for the GermaParl corpus which served as a model and prototype for the further corpora that have been prepared (Blätte and Blessing, 2018).

In a last step, the data was imported into the IMS Open Corpus Workbench (Evert and Hardie, 2011). This was done with the R package cwbttools. Thus, a data release will entail offering the TEI/XML data as well as the CWB indexed corpus. For reproducing results, the latter is the relevant basis. Only a part of the corpus we use in this analysis for the Dutch case is prepared as described above. Data before 15 September 2015 is taken from the ParlSpeech corpus by Rauh et al. (2017b) and then merged with a newly prepared corpus of Dutch protocols.

3.2. Structural annotation

Structural annotation is the key to obtain relevant research findings inside the corpora. As previously mentioned, while XML is ideal for long-term storage and interoperability, the indexed corpus version is the relevant resource for concrete research and publication projects. In the jargon of the Corpus Workbench (CWB), annotation layers are called “structural attributes”. Table 1 provides an overview about available attributes, their description, possible values and the corpora they are available for.

---

2These corpora were developed experimentally at the time of writing. They shall be released in 2020.
3The German Bundestag switched to a thoroughly annotated XML format starting with the 19th legislative period (beginning in September 2017).
4The package is available at GitHub, see: https://github.com/PolMine/trickypdf.
5The Parla-CLARIN standard (Erjavec and Pančur, 2019) discussed at the 2019 ParlaFormat Workshop is the reference suggestion at this stage.
6The Dutch corpus was tokenized using the openNLP interface for R (Hornik, 2016) with its Dutch language model (Hornik, 2015).
7In the case of GermaParl, which serves as a model for future releases of the other corpora, the XML data is available via a GitHub repository (see https://github.com/PolMine/GermaParlTEI). The indexed corpus is deposited at Zenodo (Blätte, 2020), to be deposited at a CLARIN repository at a later stage.
<table>
<thead>
<tr>
<th>Structural Attribute</th>
<th>Description</th>
<th>Possible Values</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>date</td>
<td>date of utterance</td>
<td>YYYY-MM-DD</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>year</td>
<td>year of utterance</td>
<td>YYYY</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>speaker</td>
<td>speaker of utterance</td>
<td>full name of speaker</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>party</td>
<td>party affiliation of speaker</td>
<td>party of speaker</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>session</td>
<td>number of session, the utterance was held in</td>
<td>numeric</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>interjection</td>
<td>whether utterance is interjection or not</td>
<td>logical, TRUE or FALSE</td>
<td>AT, FR, GER, NL</td>
</tr>
<tr>
<td>role</td>
<td>role of the speaker</td>
<td>presidency / mp / government</td>
<td>AT, FR, GER</td>
</tr>
<tr>
<td>lp</td>
<td>legislative period</td>
<td>numeric</td>
<td>AT, FR, GER</td>
</tr>
<tr>
<td>agenda_item</td>
<td>agenda item</td>
<td>number of the agenda item</td>
<td>AT, FR, GER</td>
</tr>
<tr>
<td>agenda_item_type</td>
<td>type of agenda item</td>
<td>debate / question_time / government_declaration</td>
<td>AT, GER</td>
</tr>
<tr>
<td>id</td>
<td>continuous number of processed plenary protocols</td>
<td>numeric, starting from 1</td>
<td>AT, FR</td>
</tr>
<tr>
<td>parliamentary_group</td>
<td>parliamentary group of party</td>
<td>parliamentary group of speaker</td>
<td>FR, GER</td>
</tr>
</tbody>
</table>

1 Applies to the released version of the GermaParl corpus, not the update used in the following analysis.

Table 1: Structural Attributes of Corpora

Structural attributes are named in an intuitive way. Yet the distinction between party and parliamentary group needs to be explained: The attribute party denotes the party affiliation of a speaker. This may be different from the parliamentary group of the speaker, as indicated by the attribute parliamentary_group. This distinction is particularly decisive. For instance, government actors are often members of a party, but do not necessarily adhere to a parliamentary group. It also happens that politicians from different parties or with no party affiliation join a common parliamentary group.

The annotation of interjections is another particular feature: Interjections are not part of a speech itself but are “infused” by other participants of the debate. For example, applause during a speech would be annotated as an interjection (AustroParl: "Allgemeiner Beifall", ParisParl: "Applaudissements sur divers bancs", GermaParl: "Beifall bei der CDU/CSU und der SPD", TweedeTwee: "Applaus"), as would be laughter (AustroParl: "Allgemeine Heiterkeit", ParisParl: "Rires"), interjections by individual speakers (GermaParl: "Speaker [Parliamentary Group]: Das ist ja unglaublich!") and context information such as the closing of the session (TweedeTwee: "Sluiting 22.22 uur").

Finally, agenda_item and agenda_item_type describe the agenda item of a debate as identified in the protocol. Whereas agenda_item provides a running number of agenda items by protocol, agenda_item_type provides a categorization of the agenda item call.

At this stage, not all structural attributes are available for all corpora. TweedeTwee is sparsely annotated by comparison. This is due to the fact that we use the Dutch ParlSpeech corpus as a basis and adopt the annotation provided there (Rauh et al., 2017a). In addition, as Rauh et al. (2017a) explain, the attribute for session is not available before January 2011 and is thus identical with the date for Dutch data. Explicit information about interjections are also only available in TweedeTwee after September 2015. Furthermore, the parliamentary group is only annotated in the GermaParl and the ParisParl corpus. Yet due to the dynamics of the French party system (at least when it comes to party names), this attribute is annotated less reliably in the French corpus than in its German counterpart.

Finally, the difficulty to achieve a reliable annotation agenda items is substantial. For instance, small variations in the language used by a parliament’s presidency when calling a new agenda item may cause regular expressions to fail. These limitations need to be kept in mind when working with large and diverse data that has been prepared in an automated process. Given the workflow we used, Austrian and German protocols are rather similar and easier to process than the French and Dutch data. For both AustroParl and GermaParl, documents were available digitally born for the entire period of interest. Both interjections and speakers could be detected in a reliable fashion in the text. For TweedeTwee, we addressed issues of the limited data availability (in a format we wanted to work with at least) by using data previously prepared by Rauh et al. (2017a). ParisParl presented particular challenges: Interjections were presented as very short speeches. Speakers were annotated with a variation of patterns that chal-
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lenged the approach of \texttt{frapp} that is based on regular expressions. This was addressed by adjusting the extraction pipeline to include further text formatting information to identify speaker calls and by employing a rather large collection of external data (parliamentary data from Wikipedia, see Blätte and Blessing (2018)) to check for speaker mismatches. To conclude: We do acknowledge that every new corpus preparation project has its own intricacies. Still, while some data specific adjustments to the pipeline are still required, the framework \texttt{frapp} enhanced the efficiency of the data preparation process substantially and was a prerequisite to obtain a congruent dataset for the four countries under investigation.

### 3.3. Descriptive Statistics

The following descriptive statistics present essential information on the subsets of the corpora that have been used. The period of investigation we defined covers the period between the Tampere summit in October 1999 to the elections to the European Parliament in May 2019 (always including the full month). The corpora cover a broader time span, yet with variations, making the temporal standardization necessary. Once the consistency of coverage is ensured, AustroParl comprises about 62 million tokens. ParisParl has a size of about 203 million tokens. The subset of GermaParl examined here is 97 million tokens. Finally, TweedeTwee comprises of about 135 million tokens. To supplement this initial overview over the data, figure 1 reports the numbers of tokens in the four corpora per year.

![Figure 1: Corpus size per year](image)

As presented in figure 1, there are substantial differences among parliaments in terms of plenary productivity. This observation is particularly true when shifting our attention from a blunt token count to a more substantial identification of speeches. Indeed, parliamentary proceedings have a specific logic. The notion of \textit{speeches} in our data set is derived from a technical definition. A “speech” is defined as a coherent set of utterances of an individual speaker on a single day. Since it is reasonable to assume that a speaker can present more than one speech per day, the following heuristic is used: If two utterances of the same speaker on the same day are interrupted by more than 500 tokens of another speaker, these two utterances are assumed to be two separate speeches. If they are interrupted by less than 500 tokens, they are assumed to be one speech merely interrupted by interjections or organizational interventions. As Rauh et al. (2017a) noted, the number of speeches between countries due to different parliamentary settings and understandings. This also applies to the annotation of interjections – which differs as well (Rauh et al., 2017a).

We can confirm this statement beyond the corpora examined by Rauh. The procedure to identify speeches results in an initial distinction of speeches that does not assume a minimum required length for considering an utterance a speech. As illustrated by 2, a histogram of the lengths of (unfiltered) speeches for four parliamentary corpora, there is a substantial variation of the lengths of speeches.

![Figure 2: Length of speeches - histogram](image)

An interesting insight conveyed by the histograms is that the distribution of the length of speeches is very different between Germany and Austria on the one side, and the Netherlands and France on the other side. Differences in parliamentary culture may explain this variation. The histograms also indicate that the computational heuristic to detect speeches results in many very short contributions to parliamentary debates. These stumps are very unlikely to be speeches in a substantial sense. For our analysis, we assumed that contributions of a speaker need to surmount 100 tokens to qualify as a speech. This kind of threshold is also an appropriate requirement that the topic modeling technique will work well.

Assuming that at least 100 words are required to make a speech, figure 3 conveys the number of speeches given in the Assemblée Nationale, the Tweede Kamer, the Nationalaltr and the Bundestag per year. The plot conveys that speeches are not evenly distributed across time. There is a notable fluctuation between the years that is easily explained for the fringe years: The period of investigation starts with the Tampere summit (October 1999) and ends with the May 2019 European election. The number of speeches in the initial and trailing year is unsurprisingly curtailed. Furthermore, parliaments are subject to cyclical fluctuations. There is a decline of the number of speeches during election years. Notably, this is much clearer in Germany, Austria and France than in the Dutch parliament.

---

8Exploring these differences between the corpora is beyond the scope this paper, but deserves further investigation.
To sum up core findings on speeches in the four corpora, Table 2 presents the total number of speeches computationally detected, the number of speeches with at least 100 tokens and the share of speeches that are stumps (less than 100 tokens). Excluding stumps from the analysis has a mitigating effect on the number of speeches analyzed, but there is a remaining substantial variation of the extent of plenary speech-making to be considered. Speeches technically detected that are not stumps (more than 100 words) were that basis for the topic modeling described in the next section.

Table 2: Summary of core features of the corpora

<table>
<thead>
<tr>
<th>corpus</th>
<th>speeches (all)</th>
<th>speeches (min. 100)</th>
<th>stumps (per cent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GermaParl</td>
<td>158 537</td>
<td>95 537</td>
<td>39.7</td>
</tr>
<tr>
<td>ParisParl</td>
<td>785 707</td>
<td>334 627</td>
<td>57.4</td>
</tr>
<tr>
<td>TweedeTwee</td>
<td>296 184</td>
<td>185 912</td>
<td>37.2</td>
</tr>
<tr>
<td>AustroParl</td>
<td>110 198</td>
<td>73 794</td>
<td>33.0</td>
</tr>
</tbody>
</table>

4. Methodology: Measuring Europeanization Using Topic Models

We are interested in shifts in the combined attention targeting both migration and European affairs. To process a very substantive amount of data, a method classifying data in an efficient and reproducible way is needed. The parliamentary discourse during this period comprises millions of words and several hundred thousand speeches. The data-driven method of topic modeling is a useful solution. Topic models are methods for determining thematic structures in large unstructured text collections (Bock et al., 2016) which have been applied successfully to corpora of parliamentary speech in previous studies (Greene and Cross, 2017). Latent Dirichlet Allocation (LDA) is a classic procedure in topic modeling (Blei et al., 2003) and is still considered to be a state-of-the-art solution for probabilistic topic models (Rahimi et al., 2016).

The LDA makes two assumptions: First, documents consist of several topics with different weights and second, the text corpus is composed of a certain number of topics (Bock et al., 2016). An LDA model describes the probability distribution of topics over the complete corpus and indicates the share of each topic in the respective documents or speeches.

It also describes the probability that specific words belong to a specific topic. In the LDA context, the term “topic” should not be equated prematurely with what is understood as a topic or issue in a social science context. Topics, within the context of topic modeling, are latent constructs that are indicated by a collection of words that are related. The thematic definition of specific topics is performed by the researcher by giving an interpretation to the most probable words contained in a topic by assigning a label to it (Wiedemann and Niekler, 2016). In research practice, some topics are unspecific and difficult to interpret, while other topics are much clearer and easier to classify. To achieve a valid classification, a close reading of texts will usually be desirable.

Knowing which mixture of topics is present in a speech, we can make statements about the joint occurrence of migration and European affairs in a speech, and on the Europeanization of migration debates. To implement this idea, an LDA model was calculated for each corpus, which was then interpreted by the members of the MIDEM research project. The coding instructions were simple and straightforward. A reference to migration issues or to European affairs was determined based on the 50 most relevant terms of the topic. The joint interpretation of the models by the team of researchers was sought to establish intersubjectivity. A number of examples shall illustrate the topics which have been selected.

- For GermaParl, three topics were identified as indicative for migration (152, 181 and 210). For example, the top words for topic 152 are "Deutschland" (Germany), "Flüchtlinge" (refugees), "Menschen" (people), "Asylbewerber" (asylum seekers) and "Asyl" (asylum). Three topics were selected as indicative for a European reference (54, 71 and 179). Topic 54 is characterized by the words "Europa" (Europe), "Union" (union), "Europäischen" (European), "europäischen" (European) and "Europäische" (European).

- In the analysis of ParisParl, two topics indicate a reference to migration (66 and 135). The top words for topic 66 are "asile" (asylum), "immigration" (immigration), "pays" (country), "droit" ("law") and "étrangers" (foreigners). Three topics were seen to convey a reference to Europe (61, 162 and 195). Topic 61 is characterized by the words "européenne" (European), "directive" (directive), "européen" (European), "Commission" (commission) and "Union" (union).

- For TweedeTwee, three topics were selected for migration (187, 206 and 243). Topic 187 is described by "asielzoekers" (asylum seekers), "Nederland" (the Netherlands), "mensen" (people), "land" (country), "IND" (probably the Dutch Immigration and Naturalisation Service). Three topics entail European references (1, 24 and 160). Top words for topic 1 are "Europese" (European), "Europa" (Europe), "Unie" (union), "lidstaten" (member states) and "Europees" (European).
Three migration topics were identified in AustroParl (41, 64 and 152). The top words for topic 41 are "Österreich" (Austria), "Asylbewerber" (asylum seeker), "Asyl" (asylum), "Verfahren" (procedure) and "Asylverfahren" (asylum procedure). Three topics (57, 212 and 215) indicate European references. For topic 57, top words are "Union" (union), "Europäischen" (European), "Europa" (Europe), "Europäische" (European) and "europäische" (European).

An extensive documentation of the topics identified to pertain either to migration or European affairs is included in the Technical Annex for this paper that is available online.9

5. Analysis: The Europeanization of Migration Debates

The empirical strategy we pursue is to analyze co-occurrences of migration and European issues in speeches based on topic models. These co-occurrences were determined based on the five most probable topics per speech. The number of top topics considered may be chosen based on various criteria. Based on several tests, opting for the first five topics per speech was considered a suitable choice. This way we identified speeches with a migration reference (mig), speeches with a European reference (eu), and speeches with both references (mig+eu).

To generate results that are neither too rough nor too fine-grained, we aggregated the investigation period into roughly five-year periods. There is a set of reasons to be considered. First, there is the cyclical fluctuations already mentioned, i.e. the slumps of plenary activity in election years. Second, aggregation is necessary to achieve significant numbers.

For the GermaParl corpus a total of 4341 speeches with reference to migration and 6632 speeches with reference to European issues have been found. 324 of those overlap. See table 3 for a breakdown per period of interest.

<table>
<thead>
<tr>
<th>mig+eu</th>
<th>mig</th>
<th>eu</th>
<th>rel</th>
<th>chi</th>
<th>period</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>596</td>
<td>1793</td>
<td>10.57</td>
<td>24.43</td>
<td>1999-2004</td>
</tr>
<tr>
<td>39</td>
<td>572</td>
<td>1480</td>
<td>6.82</td>
<td>15.0</td>
<td>2005-2009</td>
</tr>
<tr>
<td>94</td>
<td>1144</td>
<td>1910</td>
<td>8.22</td>
<td>19.49</td>
<td>2010-2014</td>
</tr>
<tr>
<td>128</td>
<td>2029</td>
<td>1449</td>
<td>6.31</td>
<td>5.62</td>
<td>2015-2019</td>
</tr>
</tbody>
</table>

Table 3: Topic Cooccurrences in the GermaParl corpus

While the absolute number of speeches referencing migration increases, the number of speeches referencing both migration and Europe increases less rapidly in absolute terms. Their relative share compared to all migration related speeches all in all decreases.

As can be seen in table 4 In the ParisParl corpus, there were significantly more speeches with both migration and European references. A total of 10751 speeches with reference to migration could be found compared to 20070 speeches with reference to European issues. 1123 of those overlap. Table 4 illustrates the breakdown by period of interest.

<table>
<thead>
<tr>
<th>mig+eu</th>
<th>mig</th>
<th>eu</th>
<th>rel</th>
<th>chi</th>
<th>period</th>
</tr>
</thead>
<tbody>
<tr>
<td>148</td>
<td>1974</td>
<td>3025</td>
<td>7.50</td>
<td>5.48</td>
<td>1999-2004</td>
</tr>
<tr>
<td>161</td>
<td>2168</td>
<td>3439</td>
<td>7.43</td>
<td>3.72</td>
<td>2005-2009</td>
</tr>
<tr>
<td>181</td>
<td>2070</td>
<td>4034</td>
<td>8.74</td>
<td>19.31</td>
<td>2010-2014</td>
</tr>
<tr>
<td>380</td>
<td>2950</td>
<td>4291</td>
<td>12.88</td>
<td>206.23</td>
<td>2015-2019</td>
</tr>
</tbody>
</table>

Table 4: Topic Cooccurrences in the ParisParl corpus

Similar to GermaParl, the absolute number of speeches concerning migration increases in ParisParl. The number of speeches referring to Europe remains relatively stable. The same applies to the relative share of speeches which are both referencing migration and Europe which, after a slight peak in the period of 2010 to 2014 almost returns to its initial value.

In the Netherlands, shown in table 5, both the migration issue and the European issue also received a considerable amount of attention. Although significantly smaller than the French or German parliaments, a total of 9162 speeches were given on migration policy. In comparison, 14789 speeches were delivered on European policy issues. The overlap between the two topics was 870. See table 5 for the description period by period. A look at the relative share shows a moderate increase from 7.50 percent in the first period under study to 12.88 percent in the fourth period.

<table>
<thead>
<tr>
<th>mig+eu</th>
<th>mig</th>
<th>eu</th>
<th>rel</th>
<th>chi</th>
<th>period</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>480</td>
<td>1282</td>
<td>7.50</td>
<td>6.47</td>
<td>1999-2004</td>
</tr>
<tr>
<td>69</td>
<td>770</td>
<td>1582</td>
<td>8.96</td>
<td>6.64</td>
<td>2005-2009</td>
</tr>
<tr>
<td>72</td>
<td>682</td>
<td>1488</td>
<td>10.56</td>
<td>24.92</td>
<td>2010-2014</td>
</tr>
<tr>
<td>303</td>
<td>1505</td>
<td>1245</td>
<td>20.13</td>
<td>508.39</td>
<td>2015-2019</td>
</tr>
</tbody>
</table>

Table 5: Topic Cooccurrences in TweedeTwee corpus

In the Dutch corpus, the number of speeches about both migration and Europe increases while the relative share of migration speeches also referencing Europe sees an uptick in the final period of investigation.

The number of speeches on migration policy issues in Austria increased strongly during the period under study, while the number of speeches on European policy first increased and then decreased again. A total of 3437 migration policy and 5597 European policy speeches were found. Table 6 provides an overview over the development by period. Resulting from a rise in the number of migration speeches and a slight decrease in the number of European policy speeches, a substantial increase of the relative frequency of Europeanized migration speeches was observed. The development of the relative share of the number of speeches...
speeches concerned with migration which also refer to European topics compared to all migration related speeches is comparable to the Tweed-eTwee corpus. It is increasing steadily.

The final plot 4 combines the data on the share of migration speeches that include a co-occurrence with a European reference obtained for the individual parliaments. The operationalization of Europeanization as the presence of a European reference in speeches on migration affairs shows a noteworthy trend: The four parliaments examined have witnessed a considerable absolute increase of speeches that address migration affairs. But there is a difference between debates in the national parliaments of the large and smaller EU countries. In France and Germany, the share of speeches on migration that entailed a European reference obtained for the individual parliaments. In Nicoletta Calzolari (Conference chair), et al., editors, Proceedings of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018), Miyazaki, Japan, May 7-12, 2018. European Language Resources Association (ELRA).


... the “Framework for Parsing Plenary Protocols”, may help to bring the vast potential of text analysis to fruition. 
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Abstract
The TAPS corpus makes it possible to share a large volume of French parliamentary data. The TEI-compliant approach behind its design choices facilitates the publishing and the interoperability of data, but also the implementation of exploratory data analysis techniques in order to process institutional or political discourse. We demonstrate its application to the debates occurred in the context of a specific legislative process, which generated a strong opposition.

Keywords: political discourse, parliamentary corpora, metadata, cooccurrences.

1. Introduction
The present paper describes the current version of a family of parliamentary corpora called Transcription and Annotation of Parliamentary Speech (TAPS). A previous publication introduced the methodology adopted to set up the corpora and the basic software components (Diwersy et al., 2018). After a reminder of the corpus structure and of the technologies implemented, we focus on an example of application, the debates about a proposed legislation, involving both text retrieval functionalities and the processing of the extracted lexicons through two data analysis techniques: correspondence analysis and specificity analysis.

2. Text segmentation and linguistic annotation
TAPS-fr is a corpus (or more precisely a family of corpora) allowing the access to the complete transcription of the French parliamentary debates in plenary sitting. It is compiled making use of the XML-based open data published on the Web site of the Assemblée Nationale, transformed through multiple steps.

The TAPS format is a compromise stemming from the use of several formats:
- the metadata extracted from the source open data (based on an undocumented model),
- the TEI guidelines for the transcription of oral corpora,
- the components of the IMS Open Corpus Workbench (CWB), and in particular the Corpus Query Processor (CQP) (cf. Evert & Hardie, 2011).

A CWB corpus is stored according to a tabular format (token-based), which encapsulates an XML mark-up. CQP tools allow to produce frequency counts coded within data tables. These tables can be processed using statistical procedures (usually in the R environment). The integration of common open source software (CWB, R) facilitates the data interchange and the experimentation with various tools. Among other tools integrating the aforementioned technologies, the TXM textometry software, developed in the French communities of digital humanities and discourse analysis, was used to process the TAPS-fr corpus. In addition, TXM provides functionalities for a Web-based publication (TEI-compliant) of the corpus, which makes possible the online access of the TAPS-fr corpus1.

The XML encoding used for TAPS is basically the one described by the TEI <u> (utterance) element included in the module Transcription of speech. In our context, the segment applied in the scope of <u> is not a single utterance, but the text portion determined by the change of speaker (the speaker's turn). A number of attributes are added to the <u> element, describing the speaker (name, party, role in the debate, etc…). The repetition of this metadata for every single speech leads to some redundancy but allows a fast text retrieval. The identification of the sitting and its date are instead found at the top level of the tree or in the TEI header (multiple sittings may occur in the same day). TEI also allows to describe paralinguistic events (incidents associated to a speech, such as noise or interruptions).

The CQP environment distinguishes two annotation levels related to the units generated by the compilation process:
- the structural units are those provided by the text tokenization (and in our case derived from the TEI encoding), they describe both the text semantics and some formatting characteristics,
- the lexical units represent the linguistic annotation and are added to each token in the text.

Two optional annotation modes have been experimented with TAPS for the linguistic annotation:
- morphosyntactic tagging and lemmatization by means of TreeTagger (lemma + part-of-speech), cf. (Schmid, 1994),
- syntactic analysis, with additional features, in particular related to dependency relations (the Bonsai pipeline was experimented), cf. (Candito et al. 2010a, 2010b).

In the remainder of this paper, we concentrate on the description of procedures, which can be basically implemented within the CWB and R environments, independently of higher-level tools. The TreeTagger option was chosen.

3. Use scenario
We now demonstrate some analysis techniques that can be performed on TAPS, taking as an example the debates held

---
1 https://textometrie.univ-montp3.fr/
in the course of the review of the law named « loi Travail » or « loi El Khomri », adopted on the 8th of August 2016. The presentation of this law, which aimed to simplify the French Labor Code in order to reduce unemployment, provoked numerous popular protests in the country and the discussions in parliament, started in February 2016, entailed a split in the majority previously supporting the government. These protests, including spontaneous demonstrations (such as those known as Nuit debout) or strikes initiated by trade unions or student organizations, were supported by part of the left: left parties not participating in the government, but also by members (also known as fronteurs) of the Socialist Party, the leading majority party, as well as some ecologists (while their party, Europe Écologie – Les Verts, was still in the majority).

It is then interesting to question the vocabularies used by the different political parties during the related sittings. More specifically, questions relevant for a political analysis are about the cohesion of the discourses within the majority parties (socialists, radicals, ecologists) represented in the government and the possibility to find out unexpected proximities with other parties.

### 4. Collocational analysis based on TAPS-fr-2

The analysis is performed against the corpus named TAPS-fr-2, covering the period April 2012 – February 2017 and totaling about 28 million occurrences of tokens. Although functionalities are available to extract a subcorpus of a smaller size (faster to process), the search is here performed over the full corpus: the resulting frequency distributions then include the occurrences of other periods of debates.

The following approach is taken:
- starting from a CQP query, a lexical table comprised of the collocates (represented as lemmas) appearing within the same utterance in the left and right co-text of the node “loi travail” or “loi El Khomry” (including possible variants) 2 is built: the list is restricted primarily to nouns, proper nouns, adjectives, adverbs and verbs;
- various thresholds for the minimum co-frequency of the collocates are tested;
- various statistical tests are applied to measure the significance level of each collocate with each political group (Fisher’s exact test being the first choice);
- another table “cross-tabulating” these collocates and the political groups of the speakers related to the utterances is generated (seven political groups are identified, including non-attached members), filtering the rows according to either the test score or the minimum threshold;
- a correspondence analysis is performed on the cross-tabulation;
- for each party, the most characteristic collocates are provided by means of a specificity analysis.

#### 5. Results

The following political groups are considered:
- Écolo: Groupe écologiste
- GDR: Gauche démocrate et républicaine
- NI: Non inscrits
- RRDP: Radical, républicain, démoocrate et progressiste
- SRC_SER: Socialiste, républicain et citoyen / Socialist, écologistes et républicain
- UDI: Union des démocrates et indépendants
- UMP LR: Union pour un Mouvement Populaire / Les Républicains 3

The table cross-tabulating groups and lemmas is produced using a minimum threshold of 10 for the co-frequency count. It contains 5313 rows. The application of a correspondence analysis (CA) produces results displayed by Figure-1, which illustrates the distance between the parties.

According to the contributions generated by the CA, the first axis shows an opposition mainly between SRC_SER (socialists) and Écolo (ecologists). On the second axis, the opposition is between GDR and Écolo.

The graphic represented by Figure-2 also shows the most contributive lemmas.

The most characteristic lemmas of each group can be highlighted by the study of the results of the CA, but also by means of the computation of frequency specificities4.

This technique, based on the hypergeometric distribution, is described by (Lafon, 1980). The three bar plots displayed by Figure-3 show the contrasts between the various parties of the TAPS corpus based on the 10 most characteristic lemmas of the three mostly contributing groups to the CA.

The interpretation of the presence of the items associated to each political group requires some caution. Verifications of the related co-text (e.g. with a concordance function) are necessary, sometimes revealing collocations that result from recurrent formulaic expressions. The following comments may be attempted:

1. The socialists (SRC_SER) focus on several details of the content of the law (formation, compétence, assurance, permis 5) as well as the legislative procedure (amendement, validation).

---

2. The CQP query expression we used to identify the node is as follows (with flemma and frpos representing the (positional) attributes lemma and PoS): [flemma=”loi” %cd] [frpos=”PUN.*,**” %cd] [flemma=”travail” %cd] [flemma=”loi” %cd] [flemma=”relatif|relative|sur” %cd] [flemma=”travail” %cd] [flemma=”loi” %cd] [word=”cl” %cd] [word=”k.*,o,**” %cd]

3. SRC and UMP groups have changed their name during the legislature.

4. We used the R packages FactoMineR (Lê et al., 2008) to compute the CA, and explor (Barnier, 2017) to generate the plots shown in Figures 1 and 2.

5. We computed the specificity scores by means of the R package textometry (Heiden, 2010).

6. English: training, competency, insurance (the English assurance would be unlikely here), permit

7. as in English
2. The discourse of the ecologists appears related to the Nuit debout movement, in connection with the adoption of the law: *mouvement, contestation, précarité, démocratie, manifeste, mobilisation*.\(^8\) The presence of the word *urgence* suggests an interference with the situation of state of emergency (*état d’urgence*) declared in France after the attacks of November 2015.

3. The characteristic items of the left-wing opposition (GDR) are instead related to the social aspect of the law and its expected consequences: *temps, partiel, pauvreté, salaire*.\(^9\) Other words are related to arguments assuming a relationship with the European treaties: *plan, traité*.

The position of the Écologist group opposed to SRC SER is an unexpected result, which deserves a thorough examination of the related contexts. It appears that the retrieved speakers’ turns for the ecologists are only seven, related to four members of the parliament (in four different sittings), all of them critical of the law or the process to adopt it. It must also be noted that the relatively small volume of contributions associated to the ecologists is explained by the fact that the group was dissolved in May 2016, as six members decided to join the socialist group.

The results of our analysis do not highlight a specific critical trend within the socialists with respect to the government, which can be explained by the smaller number of contributions of the most critical members of the group (four of them leaving the group during the legislature). However, more detailed observations at the level of individual members of the parliament should be performed.

### 6. Conclusion

In this paper, we have described an application scenario of the TAPS-fr corpus involving a large volume of parliamentary data. We consider that within the analytical framework of textometry and with the common tools of the corpus linguistics area it is possible to make an effective use of the resource. Similar approaches can be adopted on different use scenarios, including those based on other variables (e.g. time or speaker status), in addition to party affiliation. While the presented scenario has the advantage to make use of a meaningful participation, in terms of volume of data and contrasted positions, it would be interesting to consider other types of scenarios, more technical and possibly more challenging for the methods here demonstrated.

While the resource is already published and openly accessible, efforts need to be undertaken in order to improve its dissemination and long-term preservation. Future developments also include new features allowing a continuous expansion of the corpus, with the latest sessions of the assembly, and possibly as well extensions to additional institutions.

### 7. Bibliographical References


---

\(^8\) English: movement, contestation, precarity, democracy, protest, rallying

\(^9\) part, time, poverty, salary
Figure 2 - CA (rows hidden)

Figure 1 - CA (displaying most contributive rows)
Figure 3 - Specificity analysis for three groups
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