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Introduction

In the last few years, we have witnessed a gradual shift from largely static, read-only web to quickly expanding user-generated web. There has been an exponential growth in the availability and use of online platforms where users can post their own content. A major part of these platforms include social media websites and apps, blogs, Q&A forums and several similar platforms. All of these are almost exclusively user-generated websites. In all of these platforms and forums, humongous amount of data is created and circulated every minute. It has been estimated that there has been an increase of approximately 25% in the number of tweets per minutes and 22% increase in the number of Facebook posts per minute in the last 3 years. It is posited that approximately 500 million tweets are sent per day, 4.3 billion Facebook messages are posted and more than 200 million emails are sent each day, and approximately 2 million new blog posts are created daily over the web\(^1\). There is no such thing as a ‘consolidated figure’ of the number of comments and opinion generated on websites worldwide, but it can be safely assumed that such a figure would be staggering.

As the number of people and this interaction over the web has increased, incidents of aggression and related activities like trolling, cyberbullying, flaming, hate speech, etc. have also increased manifold across the globe. The reach and extent of Internet has given such incidents unprecedented power and influence to affect the lives of billions of people. It has been reported that such incidents of online abuse have not only created mental and psychological health issues for users, but they have impacted our lives in many other way, spanning from deactivating accounts to instances of self-harm and suicide. NLP and related methods have shown great promise in dealing with such abusive behaviour through early detection of inflammatory content.

This workshop focusses on the phenomena of online aggression, trolling, cyberbullying and other related phenomena, in both text (especially social media) and speech. The organisers aim to create a platform for academic discussions on this phenomena, based on previous joint work that they have done as part of a project funded by the British Council. We are particularly interested in promoting conversations dedicated to the automatic detection of aggression in both speech and text, that is, we hope that our workshop will not only be purely academic by nature but it will also generate real-life solutions to tackle the phenomena studied. As such the workshop also includes a shared task on ‘Aggression Identification’. The task consisted of two sub-tasks - aggression identification (sub-task A) and gendered identification (sub-task B) - in three languages - Bangla, Hindi and English. For this task, the participants were provided with a dataset of approximately 5,000 instances from YouTube comments in each language. Additional data for testing was released at a later date.

Both the workshop and the shared task received a very encouraging response from the community. There were more than 70 registrations for the shared task. Out of these, 19 teams submitted their systems. The proceedings include 13 system description papers that were finally submitted by the authors. In addition to this, the workshop also includes 16 regular papers presented in the workshop.

We would like to thank all the authors for their submission and members of the Program Committee for their invaluable efforts in reviewing and providing feedback to all the papers. We would also like to thank all the members of the Organising Committee who have helped immensely in various aspects of the organisation of the workshop and the shared task.

\(^1\)Source: https://www.gwava.com/blog/internet-data-created-daily/
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Abstract

In this paper, we present the report and findings of the Shared Task on Aggression and Gendered Aggression Identification organised as part of the Second Workshop on Trolling, Aggression and Cyberbullying (TRAC - 2) at LREC 2020. The task consisted of two sub-tasks - aggression identification (sub-task A) and gendered aggression identification (sub-task B) - in three languages - Bengali, Hindi and English. For this task, the participants were provided with a dataset of approximately 5,000 instances from YouTube comments in each language. For testing, approximately 1,000 instances were provided in each language for each sub-task. A total of 70 teams registered to participate in the task and 19 teams submitted their test runs. The best system obtained a weighted F-score of approximately 0.80 in sub-task A for all the three languages. While approximately 0.87 in sub-task B for all the three languages.

Keywords: Aggression, Gendered Aggression, English, Hindi, Bengali, TRAC

1. Introduction

In recent years, there have been several studies exploring the computational modelling and automatic detection of abusive content in social media focusing on toxic comments$^1$, aggression (Kumar et al., 2018), cyberbullying (Xu et al., 2012; Dadvar et al., 2013), hate speech (Davidson et al., 2017), and offensive content (Zampieri et al., 2019a) to name a few. Prior studies have tackled abusive language identification in content from different platforms such as Twitter (Xu et al., 2012; Burnap and Williams, 2015; Davidson et al., 2017; Wiegand et al., 2018), Wikipedia comments$^1$, and Facebook (Kumar et al., 2018). A number of shared tasks been organized focusing on the automatic detection of offensive language (Struß et al., 2019; Zampieri et al., 2019b; Mandl et al., 2019), hate speech (Basile et al., 2019) and aggression (Kumar et al., 2018). These have motivated the creation of for various languages such as English, German, Hindi, Italian, Spanish, and others.

In this paper, we discuss the results of the second iteration of the TRAC shared task, organized as part of the Workshop on Trolling, Aggression and Cyberbullying at LREC 2020. The task consisted of two sub-tasks - aggression identification and gendered aggression identification on YouTube comments in three languages: Bengali, Hindi and English.

To the best of our knowledge, TRAC-2 is the first shared task to include YouTube comments as training and testing data and the first shared task to include Bengali data. Both these novel aspects open new avenues for future research. The remainder of this paper is organized as follows. Section 2. discusses related studies and shared tasks to TRAC-2. Section 3. presents the setup and schedule of TRAC-2 and Section 4. presents the dataset used in the competition. Section 5. presents the approaches used by participants of the competition and Section 6. presents and analyzes the results they obtained. Finally, 7. concludes this paper and presents avenues for future work.

http://bit.ly/2FhLMVz

2. Related Work

Automatically identifying the various forms of abusive language online has been studied from different angles. Examples include trolling (Cambria et al., 2010; Kumar et al., 2014; Mojica et al., 2016; Mihaylov et al., 2015), flaming/insults (Sax, 2016; Nitin et al., 2012), radicalization (Agarwal and Sureka, 2015; Agarwal and Sureka, 2017), racism (Grevey and Smeaton, 2004; Grevey, 2004), misogyny ((Menczer et al., 2015; Frenda et al., 2019; Hewitt et al., 2016; Fersini et al., 2018; Anzovino et al., 2018; Sharifirad and Matwin, 2019)), online aggression (Kumar et al., 2018), cyberbullying (Xu et al., 2012; Dadvar et al., 2013), hate speech (Kwok and Wang, 2013; Djuric et al., 2015; Burnap and Williams, 2015; Davidson et al., 2017; Malmasi and Zampieri, 2017; Malmasi and Zampieri, 2018), and offensive language (Wiegand et al., 2018; Zampieri et al., 2019b). The terms used in the literature have overlapping properties as discussed in Waseem et al. (2017) and Zampieri et al. (2019a). The most important differences concern their target (e.g. hate speech is typically targeted at groups whereas cyberbullying targets individuals), which is represented in TRAC-2 Task B, and types (e.g. veiled or direct abuse), represented in TRAC-2 Task A.

Most related studies focus on English, but significant amount of work has been carried out for other languages too. This includes languages such as Arabic (Mubarak et al., 2020), German (Strüß et al., 2019), Greek (Pitenis et al., 2020), Hindi (Mandl et al., 2019), and Spanish (Basile et al., 2019).

TRAC - 2 is the second iteration of the TRAC shared task on Aggression Identification (Kumar et al., 2018) hosted at the TRAC workshop at COLING 2018. The first edition of TRAC included English and Hindi data from Facebook and Twitter. It consisted of a three-way classification task with posts labelled as overtly aggressive, covertly aggressive, and non-aggressive. TRAC received 30 submissions and the results obtained by participants suggested that neural network-based systems and machine learning classifiers
## Table 1: Number of instances in each class in the TRAC-2 datasets.

<table>
<thead>
<tr>
<th>Language</th>
<th>Train Sub-task A</th>
<th>Train Sub-task B</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOTAL</td>
<td>NAG</td>
<td>CAG</td>
</tr>
<tr>
<td>Bengali</td>
<td>4,783</td>
<td>2,600</td>
<td>1,116</td>
</tr>
<tr>
<td>English</td>
<td>5,329</td>
<td>4,211</td>
<td>570</td>
</tr>
<tr>
<td>Hindi</td>
<td>4,981</td>
<td>2,823</td>
<td>1,040</td>
</tr>
</tbody>
</table>

Table 1: Number of instances in each class in the TRAC-2 datasets.

(e.g. SVMs) achieved comparable performance.

Shared tasks similar to TRAC have been organized in recent years. One such example is OffensEval (SemEval-2019 Task 6) (Zampieri et al., 2019b) which focused on offensive language identification. OffensEval featured three sub-tasks: offensive language identification, offensive type identification, and offense target identification building on the annotation model introduced in the OLID dataset (Zampieri et al., 2019a) for English. This multiple sub-task model has been adopted by other shared tasks such as GermEval for German (Struß et al., 2019), HASOC (Mandl et al., 2019) for English, German, and Hindi, and HatEval (Basile et al., 2019) for English and Spanish.

### 3. Task Setup and Schedule

Participants enrolled to participate in any combination of tracks and languages. The registered participants were sent the links to the annotated datasets along with a description of the format of the dataset. The participants were allowed to use additional data for training the system, with the condition that the additional dataset should be either publicly available or make available immediately after submission. Use of non-public additional data for training was not allowed. The participants were given around 6 weeks to experiment and develop the system. After the 6 weeks of release of train and development sets, the test set was released and the participants had 7 days to test and upload their system. The complete timeline of the shared task is given in Table 2.

<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>December 30, 2019</td>
<td>Announcement and registration</td>
</tr>
<tr>
<td>January 25, 2020</td>
<td>Train and dev set release</td>
</tr>
<tr>
<td>March 5, 2020</td>
<td>Test set release</td>
</tr>
<tr>
<td>March 12, 2020</td>
<td>System submission</td>
</tr>
<tr>
<td>March 11, 2020</td>
<td>Declaration of results</td>
</tr>
<tr>
<td>March 31, 2020</td>
<td>System description paper</td>
</tr>
</tbody>
</table>

Table 2: TRAC-2 timeline.

We made use of CodaLab for the evaluation. Each team was allowed to submit up to 3 system runs for evaluation and their best run was included in the final ranking presented in this report.

### 4. Dataset

The participants of the shared task were provided with a dataset of approximately 5,000 randomly sampled YouTube comments for training and approximately 1,000 comments for development in each of Bangla, Hindi and English.

For the sub-task on aggression identification, it annotated with 3 levels of aggression - Overtly Aggressive (OAG), Covertly Aggressive (CAG) and Non-Aggressive (NAG). For the second sub-task on gender identification, it was marked as gendered (GEN) or non-gendered (NGEN). For test, over 1,000 comments were provided. The statistics of the complete dataset in each language is given in Table 1.

### 5. Participants and Approaches

A total of 70 participants registered for the shared task, with most of the teams registering to participate in both tracks and all the languages. Out of these, finally a total of 19 teams submitted their systems. All the teams who submitted their system were invited to submit the system description paper, describing the experiments conducted by them. Table 3, lists the participating teams and the language they took part in. Next we give a short description of the approach taken by each team for building their system. More details about the approaches could be found in the paper submitted by the respective teams.

- **abaruh** uses BERT, RoBERTa, DistilRoBERTa, and SVM-based classifiers for English. For Hindi and Bengali, multilingual BERT (M-BERT), XLM-RoBERTa and SVM classifiers were used.
- **AI_ML_NIT_Patna** uses Convolutional Neural Network and Long Short Term Memory with two different input text representations, FastText and One-hot embeddings. Their findings suggest that the LSTM model with FastText embedding performs better than other models for Hindi and Bengali datasets. On the other hand, the CNN model with FastText embedding gives better results for the English dataset.
- **FlorUniTo** uses word-embedding with an LSTM model.
- **Julian** uses multiple fine-tuned BERT models, based on bootstrap aggregating (bagging).
- **IRIT** uses the transformer-based language model BERT (Bidirectional Encoder Representation from Transformer) for two sub-tasks.
- **lastus** uses bidirectional Long Short Term Memory network (bi-LSTM) to build the purported model.
- **Ms8qQxMbnjJMcYcw** uses a single BERT-based system with two outputs for all tasks simultaneously.

3The complete dataset used for the shared task can be downloaded from the shared task website - https://sites.google.com/view/trac2/shared-task
Table 3: The teams that participated in the TRAC-2 shared task.

<table>
<thead>
<tr>
<th>Team</th>
<th>Bengali</th>
<th>English</th>
<th>Hindi</th>
<th>System Description Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Julian</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Risch and Krestel, 2020)</td>
</tr>
<tr>
<td>abaruah</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Baruah et al., 2020)</td>
</tr>
<tr>
<td>sdhanshu</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Mishra et al., 2020)</td>
</tr>
<tr>
<td>MsSuQnMbnjMgYcw</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Gordeev and Lykova, 2020)</td>
</tr>
<tr>
<td>FlorUniTo</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Koufakou et al., 2020)</td>
</tr>
<tr>
<td>na14</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Samghabadi et al., 2020)</td>
</tr>
<tr>
<td>AL_ML_NIT_Patna</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Kumari and Singh, 2020)</td>
</tr>
<tr>
<td>asking28</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Spyder</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Datta et al., 2020)</td>
</tr>
<tr>
<td>zhixuan</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Altun et al., 2020)</td>
</tr>
<tr>
<td>lastus</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Liu et al., 2020)</td>
</tr>
<tr>
<td>scmhl5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Ramiandrisoa and Mothe, 2020)</td>
</tr>
<tr>
<td>IRIT</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>UniOr_ExpSys</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Pascucci et al., 2020)</td>
</tr>
<tr>
<td>SAJA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(Tawalbeh et al., 2020)</td>
</tr>
<tr>
<td>krishanthvs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>bhanuprakash2708</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>saikesav564</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>debina</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>10</td>
<td>16</td>
<td>11</td>
<td>13</td>
</tr>
</tbody>
</table>

- **na14** uses an end-to-end neural model with attention on top of BERT that incorporates a multi-task learning paradigm addressing both sub-tasks simultaneously.
- **SAJA** uses transfer learning technique depending on universal sentence encoder (USE) embedding.
- **scmhl5** exploits the pre-trained Bert model to extract the text of each instance into a 768-dimensional vector of embeddings. Further it trains an ensemble of classifiers on the embedding features.
- **sdhansu** uses fine-tuning of various Transformer models on the different datasets. The utility of task label marginalization, joint label classification, and joint training on multilingual datasets as possible improvements to their models was also investigated. Their analysis suggests that the multilingual joint training approach is the best trade-off between computational efficiency and evaluation performance.
- **Spyder** uses three different models using Tf-Idf, sentiment polarity and machine learning-based classifiers.
- **UniOr_ExpSys** uses linguistic rules, stylistic features and a Sequential Minimal Optimization (SMO) algorithm in building their classifiers.

6. Results

In this section, we present the results of the experiments carried out by different teams during the shared task. In the task, the participants were allowed to use other datasets, in addition to the one provided by the organizers. However, because of the lack of similar alternative datasets, all the groups used only the dataset provided for the task. As we mentioned earlier, for the final testing of the system, 1000 instances were given to participants in each language for each sub-task.

The teams’ result on Bengali, English and Hindi dataset is demonstrated in Table 4. In sub-task A, the best system obtained a weighted F-score of approximately 0.82 for Bengali, 0.80 for English and 0.81 for Hindi. In other words, the best system obtained approximately 0.80 F-score for all the three languages. In sub-task B, the best system obtained a weighted F-score of approximately 0.93 for Bengali, 0.87 for English and and 0.87 for Hindi.

7. Conclusion

In this paper, we have presented the report of the Second Shared Task on Aggression Identification, organized with the TRAC-2 workshop at LREC-2020. The shared task feature two sub-tasks- aggression identification (sub-task A) in which systems were trained to discriminate between posts labeled as overtly aggressive, covertly aggressive, and non-aggressive, and gendered aggression identification (sub-task B) in which systems were trained to discriminate between gendered or non-gendered posts. Datasets in Bengali, Hindi and English were made available to participants. TRAC-2 received a very good response from the community which underlines the relevance of the task. More than 70 teams were registered and 19 teams submitted their systems. We found that most of the systems were developed using neural networks following the recent success of such approaches in recent related shared tasks (Zampieri et al., 2019b; Basile et al., 2019). The analysis of the performance of the best systems in the two sub-tasks shows that the three-way aggression identification task in sub-task A is still a challenging task for all languages in TRAC-2.
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Table 4: Performance of teams on Bengali, English & Hindi Dataset

<table>
<thead>
<tr>
<th>Team</th>
<th>Bengali Task A</th>
<th>Bengali Task B</th>
<th>English Task A</th>
<th>English Task B</th>
<th>Hindi Task A</th>
<th>Hindi Task B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Julian</td>
<td>0.821</td>
<td>0.938</td>
<td>0.802</td>
<td>0.938</td>
<td>0.794</td>
<td>0.878</td>
</tr>
<tr>
<td>abaruah</td>
<td>0.808</td>
<td>0.925</td>
<td>0.728</td>
<td>0.870</td>
<td>0.868</td>
<td></td>
</tr>
<tr>
<td>sdhanshu</td>
<td>0.780</td>
<td>0.927</td>
<td>0.759</td>
<td>0.857</td>
<td>0.779</td>
<td>0.849</td>
</tr>
<tr>
<td>MsQbOrMbnjIIMgYcw</td>
<td>0.771</td>
<td>0.929</td>
<td>0.756</td>
<td>0.871</td>
<td>0.776</td>
<td>0.838</td>
</tr>
<tr>
<td>FlorUniTo</td>
<td>0.745</td>
<td>0.868</td>
<td>0.677</td>
<td>0.837</td>
<td>0.726</td>
<td>0.770</td>
</tr>
<tr>
<td>na14</td>
<td>0.736</td>
<td>0.920</td>
<td>0.714</td>
<td>0.857</td>
<td>0.718</td>
<td>0.800</td>
</tr>
<tr>
<td>AI_ML_NIT_Patna</td>
<td>0.717</td>
<td>0.879</td>
<td>0.660</td>
<td>0.822</td>
<td>0.654</td>
<td>0.736</td>
</tr>
<tr>
<td>asking28</td>
<td>0.685</td>
<td>0.815</td>
<td>0.714</td>
<td>0.710</td>
<td>0.700</td>
<td>0.733</td>
</tr>
<tr>
<td>Spyder</td>
<td>0.448</td>
<td>-</td>
<td>0.430</td>
<td>-</td>
<td>0.594</td>
<td>-</td>
</tr>
<tr>
<td>zhihuan</td>
<td>-</td>
<td>-</td>
<td>0.739</td>
<td>0.856</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>lustus</td>
<td>-</td>
<td>0.724</td>
<td>0.819</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>scmi5</td>
<td>-</td>
<td>0.663</td>
<td>0.851</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRIT</td>
<td>-</td>
<td>0.635</td>
<td>0.820</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UniOr_ExpSys</td>
<td>-</td>
<td>-</td>
<td>0.629</td>
<td>0.673</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SAJA</td>
<td>-</td>
<td>0.607</td>
<td>0.856</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>krishanthv</td>
<td>-</td>
<td>0.441</td>
<td>0.737</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>bhanuprakash2708</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.140</td>
<td>0.413</td>
<td>-</td>
</tr>
<tr>
<td>saikesav564</td>
<td>0.468</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.412</td>
</tr>
<tr>
<td>debina</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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Abstract
This paper introduced TOCP, a larger dataset of Chinese profanity. This dataset contains natural sentences collected from social media sites, the profane expressions appearing in the sentences, and their rephrasing suggestions which preserve their meanings in a less offensive way. We proposed several baseline systems using neural network models to test this benchmark. We trained embedding models on a profanity-related dataset and proposed several profanity-related features. Our baseline systems achieved an F1-score of 86.37% in profanity detection and an accuracy of 77.32% in profanity rephrasing.

Keywords: profanity detection, profanity rephrasing, Chinese profanity processing

1. Introduction
Abusive language is an important issue in the Internet. One of its major subclasses is profanity, which uses explicit profane words to express feelings or to insult other users (Ross et al., 2016; Waseem, 2016; Wulczyn et al., 2017). Although profanity is not always abusive (Chen et al., 2012; Clarke and Grieve, 2017; Davidson et al., 2017) which can appear in positive expressions such as compliments (“This is f**king awesome”), some readers might still feel uncomfortable thus it is not recommended.

Most of the available datasets nowadays are about abusive language. This issue is highly language-dependent, hence there have been many datasets built in different languages including English (Wassem and Hovy, 2016), German (Wiegand et al., 2018; Davidson et al., 2017), Dutch (Tulkens et al., 2016), Greek (Pavlopoulos et al., 2017), Arabic (Mubarak et al., 2017), Slovene (Fišer et al., 2016), and Indonesian (Alfina et al., 2017). It is essential for us native speakers to build datasets in Chinese by ourselves.

In our previous work (Su et al., 2017), we have built a small Chinese profanity dataset, which contains 2,044 sentences classified into 29 groups with profanity tagging and rephrasing information. As there are less than 100 sentences in each group, the amount of data is too few for machine learning or deep learning. This is the reason why we want to build a larger dataset.

Many proposed abusive detection systems were built by machine learning (Montani and Schuller, 2018; Tarasova, 2016) or deep learning (Park and Fung, 2017; Gambäck and Sikdar, 2017; Pavlopoulos et al., 2017; Badjatiya et al., 2017; Wiedemann et al., 2018). Besides word embeddings, two major types of features are often adopted.

The content-based features include keywords (Xiang et al., 2012), words (Warner and Hirschberg, 2012), character n-grams (Mehdad and Tetreault, 2016), word n-grams (Yin et al., 2009; Chen et al., 2012), POS n-grams (Davidson et al., 2017), and syntactic information (Burnap and Williams, 2014). We would like to see which features are useful for processing Chinese profanity, because Chinese text needs to be segmented but it is hard for a word segmentation system to recognized newly invented profane words.

Because Twitter is the most popular source for building abusive language datasets, another major class of features relates to user profiles or social media, such as gender (Wassem and Hovy, 2016), living place (Wassem and Hovy, 2016), user activities (Dadvar et al., 2013; Balci and Salah, 2015), and neighboring posts (Yin et al., 2009). We did not use these features because we could not have such information in the dataset or from the source websites.

According to our observations, we think that the main challenges of Chinese profanity processing are as follows:

1. Insufficient training data: larger datasets are beneficial to machine learning and deep learning.
2. High variety of Chinese profanity: nowadays the Internet users often invent new profane words with different characters with the same or similar soundings to bypass anti-harassment policy.
3. Profane words in Taiwanese (a dialect commonly spoken in Taiwan): they do not have formal surface forms yet and are often transliterated in many different ways.
4. Context-based rephrasing: a profane word may have more than one part-of-speech or meaning. Its rephrasing should take its contextual information into consideration.

The TOCP (NTOU Chinese Profanity) dataset was built for developing Chinese profanity processing techniques. As stated in our previous work (Su et al., 2017), detecting and rephrasing profanity not only reduce the abusive language in the Internet, but also make the text more comprehensible than the simple masking method. Moreover, the users will be educated and more aware of what kinds of expressions are offensive to the others. These reasons make this work important.

This paper is organized as follows. Section 2 describes the construction of TOCP dataset. Sections 3 and 4 propose several baseline systems for profanity detection and rephrasing. Section 5 delivers the evaluation results, and Section 6 concludes the paper.

2. Description of TOCP
We built the TOCP dataset in the similar way as our previous work (Su et al., 2017) but in a larger scale from different websites. As a result, more types of profanity and rephrasing were discovered in this dataset. Details are given in the following subsections.
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2.1 Collecting Profanity Data

Most of the teams used crowdsourcing to prepare data annotation (Kolhatkar and Taboada, 2017; Wulczyn et al., 2017). Unfortunately, our main sources of Chinese profanity were text written by Taiwanese users, and we cannot find a popular crowdsourcing site where we could recruit enough annotators who were native speakers from Taiwan.

We considered PTT and Twitch as the source websites to collect profanity data. We recruited 10 undergraduate students to annotate profane expressions and provide rephrased expressions.

PTT Bulletin Board System

PTT is a famous BBS site in Taiwan. According to its report on Jan 2020, it has 251 boards related to diverse topics. A top-10 board can be visited by more than 1,000 or even 10,000 users at the same time.

Figure 1 shows an example of the webpage of a PTT post. The leading section shows some metadata about this post, followed by the content of the post, basically in text mode but with some styles of highlights or URLs linking to images in other websites. The title of the post in Figure 1 starts with “悚!” (Terrifying!) to express the author’s surprise about the low price of a lunchbox in a university. But someone in the comment section replied “悚三小” (Why the hell is it terrifying) which was quite offensive.

Below each post, other users can vote and give comments with a label ‘推’ for like, ‘噓’ for dislike, or ‘→’ for a neutral opinion. Due to the restriction of the length of a line in the comment area, a long comment will be separated into several comment lines, but only the first line will show ‘like’ or ‘dislike’ while the other lines will be neutral. Note that a segmenting point is not necessary at the word boundary, which means the characters inside a Chinese word may be separated and appear in two different lines.

Moreover, if two or more users post comments at the same time, their lines may appear in an interleaving way.

Therefore, the comment lines should be preprocessed to restore the original sentences. Two comment lines were concatenated when (1) they were post by the same user and (2) the latter line was not labeled as ‘like’ or ‘dislike’.

The same as our previous work, we used Google Search to retrieve PTT posts by submitting the profane keywords with the option “site:ptt.cc” for several weeks. We set the searching option for the newest posts in recent one week in order to avoid duplication. Finally, 7,250 posts with 1,043,231 sentences were collected. Only 39,937 of the sentences contain profane keywords.

Twitch Live Streaming

Twitch is a live streaming platform mostly for video game playing. We considered the chatrooms of Twitch channels as a source of profanity, because haters often come to insult or harass the live streamers or the other users. Figure 2 shows an example of a Twitch live streaming channel. The main frame in the middle is the screen showing scenes of game playing, and the area in the right is the chatroom displaying real-time conversations among the viewers.

We monitored 17 streamers by a crawler for two weeks and collected 1,006,434 utterances in their chatrooms, where 14,950 of them contain profane keywords.

1 https://www.ptt.cc/bbs/index.html
2 https://www.ptt.cc/bbs/PttHistory/M.1581255677.A.F56.html
3 https://www.twitch.tv/
2.2 Data Annotation

Now we have collected 2,049,665 sentences from social media and 54,887 of them contain profane keywords. It is time-consuming to annotate all the 54 thousand sentences, not to mention checking the other 1.5 million sentences to see if there is any new type of profanity being missed.

As an alternative, we clustered the 54,887 sentences into groups according to the profane keywords and randomly selected sentences to a certain amount in each group. Totally 16,450 sentences were selected.

Ten undergraduate students were asked to annotate the real profane expressions in these sentences and provided one possible way to rephrase these expressions into less offensive ones. An annotation tool as shown in Figure 3 was developed for this purpose. If two annotators had different opinions, we would choose the more correct ones.

Finally, there were 17,578 profane expressions being identified in 14,285 sentences. As shown in Figure 4, each of the TOCP data contains an ID, an original sentence, its source website, and a set of profane expressions appearing in this sentence. Each profane expression is represented by its starting and ending positions, the text of this profane expression, and a rephrasing suggestion.

Please note that the types of Chinese profanity targeted in this paper belong to the following categories.

1. Terms related to "sexual intercourse"
2. Terms related to sexual organs or substances
3. Terms related to "bxtch"
4. Terms related to "hxll" (a special pattern of profanity in Chinese)
5. Terms in the pattern of "someone's relative's", a special pattern of profanity in Chinese

All 16,450 sentences are collected in the TOCP dataset provides, including those sentences not containing any profane expressions.

3. Profanity Detection

In this section, we proposed several baseline models to detect profane expressions with different embedding models and features.

3.1 Character-Based Sequence Labeling

The task of profanity detection is to identify profane expressions appearing in an input sentence. However, we think that word-based models may fail due to the limited ability of a Chinese word segmentation system to recognize profane words, especially when these words have many variants and a lot of them are out of vocabulary.

Therefore, we treated the profanity detection problem as a character-based sequence labeling task. Each Chinese character in an input sentence will be tagged with a label of BIO by the classifier to denote if this character is at the beginning (B), inside (I), or outside (O) of a profane expression. The final output of a profanity detection system are substrings in the input sentence tagged with consecutive BI labels.

Figure 5 shows an example of profanity detection by one layer of BiLSTM. The input “他是個機歪的人” (He is a bxtchy guy) is a Chinese sentence with 7 characters. Since the string “機歪” is a profane expression, the correct prediction should be a ‘B’ label for the character ‘機’, an ‘I’ label for ‘歪’, and ‘O’ labels for the other characters.

We tried 1 to 4 layers of BiLSTM, combining with 0 to 2 layers of ConvolutionalNN. Dropout rate was set at 0.5 to avoid overfitting. We also tried different sets of parameters.

3.2 Character Embedding

For embedding, one choice is to use pre-trained embedding models such as Google nnlm-zh-128 model⁴ (Bengio et al., 2003). It is a 128-dimension character embedding model trained on Chinese Google News 100B corpus.

However, these available Chinese character embeddings may not meet our needs. The main reason is that the training corpora for these models were general text which did not contain many profane expressions, not to mention those out-of-vocabulary profane words written in the same or similar sounding characters invented by Internet users to bypass anti-harassment policy.

For this reason, we proposed two methods to train profane-related embedding models. The first method was self-training which used one-hot encoding to learn embeddings.

⁴ https://tfhub.dev/google/nnlm-zh-dim128-with-normalization/2
from the training data directly. In order not to create high-dimensional vectors, we only took characters in the profane expressions and their context (up to 4 characters) into consideration, plus one dimension for “others”.

Our second approach was to train an embedding model based on a profane-related corpus. We used PTT sentences which were not selected into the TOCP dataset to train the profane-related embedding model with a dimension of 100. Training tools were Word2Vec (Mikolov et al., 2013) and fastText\(^5\) (Bojanowski et al., 2016) developed by Facebook AI Research Lab.

### 3.3 Character Features

Besides embeddings, text itself also provides important features for profanity detection. We designed several features as follows.

**Proanity Keywords**

The profanity detection rules introduced in Sec 5.1 consist of several sets of profanity keywords. For example, the rule “YOU + RL + 的” (your relative’s) represents a special pattern of profanity in Chinese, where **YOU** is the set of the word “you” (你,...) and **RL** is the set of terms for relatives or acquaintances such as **妈** (mother) or **老师** (teacher). We use two sets of Boolean features. One represents if a character belongs to any of the 45 profanity keyword sets. The other represents if a character belongs to a keyword set in the 24 profanity groups (cf. Sec 5.1).

**Dictionary Common Terms**

A Chinese character appearing in a profane word may also appear in a common word. For example, the character ‘幹’ has many meanings other than “fxxk”, such as “幹活” (working) or “樹幹” (tree stem). In order to avoid false alarm, we use a Boolean feature to denote if the substring containing the target character is a dictionary common term.

**Pronunciation (Pinyin)**

Because Internet users often write profane words in different characters with the same or similar soundings to bypass anti-harassment policy, the pronunciation features (Pinyin hereafter) were designed to identify these variants. We use two sets of Boolean features, 21 for consonants and 63 for vowels, to represent a character’s pronunciation, and an additional integer feature for the tone of the target character (because Chinese is a tonal language). These feature vectors would be concatenated with the word embedding vectors to form the input of a neural network.

### 4. Profanity Rephrasing

We treated the profanity rephrasing problem as a sequence-to-sequence problem. Figure 6 shows a common sequence-to-sequence model by using LSTM. The left part is an encoder which takes a sequence of characters as input, like “機歪” (bxtchy) in the figure. The right part is a decoder which generates a sequence of characters as output, like “機車” (a milder term for ‘bxtchy’) in the figure.

Commonly the input of a sequence-to-sequence model is the text to be rephrased. However, in our observation, contextual information is also important for rephrasing. For example, the character ‘屌’ has many meanings (where the original meaning is “pxnis”) as follows:

5 https://fasttext.cc/

5. Experiments

All 16,450 sentences in the TOCP dataset were used to do the evaluation. The evaluation method was 10-fold cross-validation.

When evaluating profanity detection systems, the input was a whole sentence and the output was a set of strings recognized as profane expressions. The evaluation metrics were recall and precision based on the number of expressions. Note that an expression should be exactly the same as the human annotation to be counted as correct.

When evaluating profanity rephrasing systems, the input was a profane expression with its context (in its original text) in TOCP and the output was a rephrased string. The evaluation metric was the accuracy for profanity rephrasing, i.e. the ratio of expressions being correctly rephrased.

5.1 Rule-Based Systems

In our previous work (Su et al., 2017), we have designed 29 rules to detect and rephrase profane expressions. Our first effort was to revised these rules according to the cases observed in TOCP. Finally, 41 detection and rephrasing rules (categorized into 24 groups) were formulated.

The performance of rule-based profanity detection is shown in Table 1. The first column shows the ID of profanity groups. Those groups having IDs with the same leading number are related to the same profane keywords. The second column shows the number of profane expressions tagged in TOCP belonging to each group. The overall F1-score is 79.58%.

Please note that there are 1,087 profane expressions which cannot be detected by our rules (denoted as “Other” in Table 1), because there are too many variations but too few examples to deduce general rules. If excluding these outliers, the F1-score becomes 82.08% (denoted as “Apply” in Table 1).
Several neural network models have been tested, including 1 to 4 layers of bidirectional LSTM combining with 0 to 2 layers of Convolutional NN. The CNN layers were added in front of the BiLSTM layers. Dropout rate was set at 0.5 to avoid overfitting.

Table 3 shows the evaluation results of different NN-based profanity detection systems. We can see that the best systems were a 2-layer BiLSTM with or without a preceding CNN layer.

5.2 NN-Based Profanity Detection

Several neural network models have been tested, including 1 to 4 layers of bidirectional LSTM combining with 0 to 2 layers of Convolutional NN. The CNN layers were added in front of the BiLSTM layers. Dropout rate was set at 0.5 to avoid overfitting.

Table 3 shows the evaluation results of different NN-based profanity detection systems. We can see that the best systems were a 2-layer BiLSTM with or without a preceding CNN layer.

We also tested different combinations of embedding models and features described in Sections 3.2 and 3.3. Embedding models include one-hot encoding (character-based, word-based, and pinyin-based), Google nnlm-zh-128 model, and our character embedding models trained on PTT sentences by Word2Vec (CBOW model) or fastText (Skip-gram model). Features include pinyin, profanity keywords (KW), and dictionary common terms (Dict).

The experimental results were shown in Table 4 where all systems were built with 2 layers of BiLSTM. The best system was achieved an F1-score of 86.37% by the character embedding trained by fastText combining with the keyword and dictionary-term features. The performance shown in these tables were measured after parameter tuning.

Some conclusions can be drawn from the results in Table 4: (1) The fastText-trained embedding achieved better performance than one-hot encoding, Google nnlm-zh-128, and Word2Vec-trained embedding; (2) The keyword and dictionary-term features improved the performance more than the pinyin feature; (3) The performance of the word-based one-hot encoding was poor, which supported our assumption that incorrect word segmentation would decrease the ability of profanity detection.

Moreover, all NN-based systems outperformed the rule-based detection system either in recall or precision. In the future, we would like to propose hybrid systems which can take advantages from these two kinds of approaches.

5.3 NN-Based Profanity Rephrasing

Our baseline systems for profanity rephrasing mainly differ in the contextual information. Besides using no context, we also took one character or one word preceding or following the target profane expression as context. All systems were built with LSTM models.
We are now building another dataset for abusive language in Chinese. We will observe the similarity and difference between these two datasets.

7. Acknowledgements

This research was funded by the Taiwan Ministry of Science and Technology (grant: MOST 107-2221-E-019-038).

8. Bibliographical References


---

6 http://nlp.cse.ntou.edu.tw/resources/TOCP/
Online (ALW1), the Annual Meeting of the Association of Computational Linguistics (ACL 2017), pp. 46-51.
A Multi-Dimensional View of Aggression when voicing Opinion

Arjit Srivastava1*, Avijit Vajpayee2*, Syed Sarfaraz Akhtar1*, Naman Jain2, Vinay Singh1, Manish Shrivastava1

1International Institute of Information Technology, Hyderabad, Telangana, India
2Department of Computer Science, Columbia University, New York, NY, USA
3Department of Linguistics, University of Washington, Seattle, WA, USA

arjit.srivastava@research.iiit.ac.in
{ssa2184, nj2387}@columbia.edu,
avijitv@uw.edu
vinay.singh@research.iiit.ac.in
m.shrivastava@iiit.ac.in

Abstract

The advent of social media has immensely proliferated the amount of opinions and arguments voiced on the internet. These virtual debates often present cases of aggression. While research has been focused largely on analyzing aggression and stance in isolation from each other, this work is the first attempt to gain an extensive and fine-grained understanding of patterns of aggression and figurative language use when voicing opinion. We present a Hindi-English code-mixed dataset of opinion on the politico-social issue of '2016 India banknote demonetisation' and annotate it across multiple dimensions such as aggression, hate speech, emotion arousal and figurative language usage (such as sarcasm/irony, metaphors/similes, puns/word-play).

Keywords: Social Media, Stance, Opinion, Aggression, Hate Speech, Figurative Language, Emotion

1. Introduction

There has been an explosion in terms of the amount of data generated by users online. Social media and online forums encourage users to share their thoughts with the world resulting in a vast resource of opinion-rich data. This has garnered a lot of attention from the research community as it allows for analyzing the interactions between users as well as their usage of informal language in depth.

Stance detection is the task of automatically determining the opinion of users with respect to a given issue. The author of the opinion may be in favour, against or neutral towards the issue. In this paper, we attempt to analyze with respect to stance, nuances of displayed aggression towards supporters / detractors of the opinion as well as the usage of various forms of figurative language such as metaphors, rhetorical questions, sarcasm, irony, puns and word-play. We additionally also look at the emotion arousal level and instances of hate speech. The target issue analyzed in this paper is ‘2016 Indian banknote demonetisation’. On 8 November 2016, the Government of India announced the demonetisation of all ₹500 and ₹1,000 banknotes of the Mahatma Gandhi Series. It also announced that new banknotes of ₹500 and ₹2,000 banknotes will be circulated in exchange for the demonetised banknotes. However, this decision received mixed reactions from the people of India with many people questioning its effectiveness.

Culpeper (2011) defined verbal aggression as “any kind of linguistic behaviour which intends to damage the social identity of the target person and lower their status and prestige” (also cited by Kumar et al. (2018)). Baron and Richardson (2004) identified some characteristics of aggression as:

- Form of behaviour rather than an emotion, motive or attitude.
- Visible intention to hurt or harm (may not be physical).
- Must involve actions / intentions against living beings.
- Recipient is motivated to avoid such treatment.

People often express their opinion on socio-political issues on social media forums like Twitter by displaying aggression towards people that support a contradicting belief or towards particular group of stake-holders on the issue. Given below are some example tweets from our dataset on the target issue of demonetisation in India. The reader is warned on the strongly-worded and derogatory nature of these tweets.

1. Tweet: ‘ye AAPtards aise behave kar rahe hain jaise Modi ji ne Notebandi nahi inki Nassbandi kara di ho’

Translation: ‘These AAPtards are behaving as if its not demonetisation but castration for them.’

Gloss: "AAP": Opposition political party, "AAPtards": slang term for supporters of AAP (inspired by the English slang "Libtards"), "Notebandi": demonetisation of higher currency notes, "Nassbandi": castration
Tweet 1 is in favor of the decision and is overtly aggressive towards the people who are voicing their views against it. Due to its abusive language and suggestion of violence, it is also labeled as hate speech. Lastly, this tweet contains word-play as "Notebandi" (Demonetisation) rhymes with "Nassbandi" (Castration).

2. Tweet: 'Aam admi se jo anda politician ko dikate ho rhi h notebandi se aisa kyun????'
Translation: 'Politicians seem to be more affected by demonetisation compared to the common man. Why is so ?'
In tweet 2, the author rhetorically questions why politicians seem to be more troubled about Demonetisation than the normal public, which is to imply that the general public supports the legislation and corrupt politicians are opposing it. This is an example of covert aggression towards the politicians while voicing favourable opinion on the decision.

3. Tweet: 'tera kejri mar jaye sala suar to modi ji vaise he ek din ke liye notebandi vapis le lege'
Translation: 'If your leader Kejri, a stupid pig, dies then Modi ji would take demonetisation back for a day.'
Gloss: "Kejri": referring to Arvind Kejriwal (leader of opposition party AAP), "Modi ji": Honorific referring to Narendra Modi (Prime Minister of India)
Tweet 3 supports the decision of demonetisation and is overtly aggressive to both the members of AAP and their leader Arvind Kejriwal. Its author suggests that the opposition leader should die and proceeds to verbally abuse him.

4. Tweet: 'what if .. Modi Ji says Mitron ..., kal raat ko zyada ho gayi thi ..., Kuch nahi badla he.. #NoteBandi'
Translation: 'What if Modi says that he had too much to drink last night and nothing has really changed. #Demonetisation.'
Tweet 4 makes a sarcastic joke about how Prime Minister Modi might have been joking and hung over while making this sudden announcement. Despite its humorous take, this tweet is non-aggressive and neutral in stance.

The main contributions of this paper is a unified dataset of 1001 Hindi-English code-mixed tweets annotated for multiple dimensions namely -

- Stance (favourable, against, neutral)
- Aggression (covert, overt, non-aggressive)
- Hate Speech (true, false)
- Figurative language use
  - Sarcasm / Irony / Rhetorical Questions (true, false)
  - Puns / Word-play (true, false)
  - Metaphors / Similes (true, false)
- Emotion arousal (1 to 5 rating)

This is the first attempt at analysing social media opinion on a political issue across varied modalities. More in depth datasets like the one we present here are required for -

- Analyzing the not so apparent forms of verbal aggression displayed on social media.
- Better understanding linguistic patterns when voicing opinion and displaying aggression.
- Analyzing social dynamics of opinion.
- Facilitate classification models that leverage corpora annotated for auxiliary tasks through transfer learning, joint modelling as well as semi-supervised label propagation methods.

The structure of this paper is as follows. In section 2, we review related work in the fields of stance detection, aggression detection, hate speech detection, figurative language constructions, emotion analysis and code-mixed data analysis. In section 3, we explain the annotation guidelines used to for creation of this dataset. Section 4 we present statistics and analysis on the corpus. Finally, section 5 we present our conclusions as well as lay out scope of extending this work.

2. Related Work
User generated data from social media forums like Twitter has attracted a lot of attention from the research community. Mohammad et al. (2017) and Krejzl et al. (2017) analyzed stance in tweets and online discussion forums respectively. The task of stance detection on tweets at SemEval 2016 (Mohammad et al., 2016) led to targeted interest in the area with contributions from Augenstein et al. (2016), Liu et al. (2016) etc. Agression and offensive language was the focus of a SemEval 2019 task (Zampieri et al., 2019b) and some of the works on aggression identifcation are Kumar et al. (2018), Zampieri et al. (2019a). Closely related is detecting hate speech in social media which has been explored by Malmasi and Zampieri (2017), Schmidt and Wiegand (2017), Davidson et al. (2017), Badjatiya et al. (2017) among others.

Domains of verbal aggression, abuse, hate have till now been studied in isolation from stance and opinion mining. Additionally, usage of figurative language expressions such as sarcasm, metaphor, rhetorical questions, puns etc.,

** The dataset is publically available at : https://github.com/arjitsrivastava/MultidimensionalViewOpinionMining
when voicing opinion or displaying aggression, has not been explored in depth. As most of the datasets available are annotated with a singular task at hand, it precludes understanding the correlations along multiple dimensions. The next frontier is analyzing in depth these patterns and correlations. To do this, we undertook a data annotation effort on a singular set of tweets for multiple tasks previously studied separately. We hope that this dataset makes way for joint modelling / multi-task learning systems as well provide insights on underlying latent factors.

For this work, we wished to analyze multiple dimensions of opinion on a single target issue. The choice of demonetisation of higher currency notes in India 2017 as our target issue was motivated by the familiarity of the authors and annotators with its nuances as well as the highly polarizing nature of opinions on the topic. Gafaranga (2007) describes code-mixing as use of linguistic units from different languages in a single utterance or sentence and code-switching as the co-occurrence of speech extracts belonging to two different grammatical systems. Majority of user generated data on social media is code-mixed and consequently, so is our dataset. Code mixed datasets for Hindi-English tweets have been previously created for humor (Khandelwal et al., 2018), sarcasm (Swami et al., 2018a), aggression (Kumar et al., 2018), hate speech (Bohra et al., 2018) and emotion (Vijay et al., 2018).

3. Annotation

Swami et al. (2018b) had collected 3500 code-mixed Hindi-English tweets using the Twitter Scraper API filtering by the keywords "notebandi" and "demonetisation" over a period of 6 months after Demonetisation was implemented and annotated them for stance (favourable, against and neutral). We randomly sampled 1001 tweets from this dataset and annotated these sampled tweets for the dimensions (3 domain expert annotators for each dimension):

- Aggression : Overt vs. Covert vs. Neutral
- Hate Speech : True vs. False
- Sarcasm / Irony / Rhetorical Question : True vs. False
- Metaphor / Simile : True vs. False
- Pun / Word-play : True vs. False
- Emotion Arousal : 5 point ordinal scale

The final label on each binary classification dimension was taken as the majority label from choices of 3 annotators. For aggression classification, which was a multi-class classification, adjudication was provided by us for cases where no simple majority could be reached. For emotion arousal levels, scores from individual annotators were averaged for the final emotion arousal level score.

We also re-annotated the original dataset for stance for it had favourable or against tags only on tweets that displayed outright support or disapproval respectively. We found that majority of opinion was displayed through attacking / supporting other opinions on the issue i.e. examples of indirect or implied support / disapproval. For example look at the tweet below -

5. Tweet: 'Notebandi k khilaf kyu ho...? Kaale dhan m share holder ho kya @ArvindKejriwal'

Translation: 'Why are you against demonetisation ? Are you are shareholder in black money @ArvindKejriwal'

Gloss: "kale dhan": black money, "Arvind Kejriwal": Leader of opposition political party AAP, "Notebandi": demonetisation

Tweet 5 was originally classified as a neutral stance. We feel that cases like above can be confidently annotated as favourable to the issue (i.e. favourable to demonetisation). The author rhetorically and sarcastically questions the opinion, intentions and reasons of those against the issue (in this case leader of opposition party). This tweet is also an example of what we consider covert aggression.

For aggression annotation, we follow the guidelines by Kumar et al. (2018) who had presented a detailed typology of aggression on Hindi-English code-mixed data. We only annotate for aggression level and they had additional layers based on discursive role (attack, defend, abet) and discursive effect (physical threat, sexual aggression, gendered aggression, racial aggression, communal aggression, casteist aggression, political aggression, geographical aggression, general non-threatening aggression, curse). The definitions for 3 aggression levels along with examples from our dataset are:

Covertly-Aggressive (C) Contains text which is an indirect attack and is often packaged as (insincere) polite expressions (through the use of conventionalized polite structures) such as satire, rhetorical questions, etc.

6. Tweet: 'Notebandi ka niyam : khata nahi hai to khulwao, Aam aadmi : khulwa to lun. Par bhai bank main ghusn Kasey ?'

Translation: 'Rule of Demonetisation: If you don’t have an account then open one. Common man: I’ll open but let me know how to enter the bank first?'

Disapproval of demonetisation through sarcastic reference to long queues in front of banks due to high demand for exchange of demonetised currency.

Overtly-Aggressive (O) Contains texts in which aggression is overtly expressed either through the use of specific kind of lexical items, syntactic structures or lexical features.
7. Tweet: 'Ye Notebandi Atankbaadiyo aur Bharathachaariyo ki Nakebandi hai. Sare Rashtrabhakta is nakebandi ke sath aur samarthhan me aye.'

Translation: 'Demonetisation is a barricading of terrorists and corrupt. All the nationalists should support this barricading.'

Non-Aggressive (NAG) Refers to texts which are not lying in the above two categories.

8. Tweet: 'kya Aam aadmi ke liye NoteBandi ka Faisla Shi hai?'

Translation: 'Is the decision of demonetisation in the favour of common man?'

Prior works regarding sarcasm and irony detection on social media data like Reddit (Wallace et al., 2014) and Twitter (Bamman and Smith, 2015) have shown that context is essential in understanding sarcasm. Therefore, most social media datasets of sarcasm are self-annotated i.e. hashtag specific twitter scraping like #sarcasm and #notsarcasm. As we are re-annotating a previously scraped dataset which was not self-annotated through specific hashtags, we rely on the domain knowledge of context expert annotators on the Indian socio-political scenario and focus issue of demonetisation. This however is not a drawback because in a dataset like ours, rich with strongly opinionated tweets, annotating sarcasm is fairly easy. In the current scope of the research, rhetorical questions are thought of as functioning similar to sarcasm and irony. We understand that fine grained linguistic differences between sarcasm, irony and rhetorical questions exist, for our purpose we have clubbed them into a single category of figurative language. Similarly, puns and word-play are merged into a single category of figurative language as well and the annotation guidelines were based on the SemEval 2017 task of detecting english puns (Miller et al., 2017). Rhyming usage of 'Notebandi' (demonetisation) with 'Nasbandi' (castration) as shown in the earlier examples, of terrorists and corrupt. All the nationalists faced difficulty in differentiating over a personal attack full of hatred than a community being targeted. An example:

Translation: 'Sometimes sheep need to be sacrificed in order to to hunt lions Demonetisation.'

In tweet 9, 'sheep' is a metaphor for some members of common public and 'lions' is a metaphor for large scale corruption.

Burnap and Williams (2015) defined hate speech as responses that include written expressions of hateful and antagonistic sentiment toward a particular race, ethnicity, or religion. They used a binary classification scheme of hate speech vs. non hate speech, which was also followed by Bohra et al. (2018) for their dataset on Hindi-English code-mixed tweets. Malmusi and Zampieri (2017) used a 3 way classification scheme between hate speech vs. offensive language but not hate speech vs. no offensive language. As aggression levels are highly predictive of offensive language but not of hate speech category, we used a binary classification speech. However annotators faced difficulty in differentiating over a personal attack full of hatred than a community being targeted. An example:

Translation: 'If you have such a huge issue with it, why don’t you perform a self-immolation? The people of Delhi would also get freedom from you'

In tweet 10, the author is referring to Arvind Kejriwal who is the leader of opposition party AAP and also the Chief Minister of Delhi (capital of India). The author suggests Kejriwal should kill himself to free the residents of Delhi. In the process of supporting the decision of Demonetisation, the author of the tweet is making extreme and graphic suggestions towards one of the main opponents of target issue.

Emotion classification in text is widely understood as lying across two orthogonal dimensions - valence (polarity of emotion) and arousal (intensity of emotion) (Russell and Barrett, 1999). Despite that, many works on emotion classification in text have generally used directly annotated 6 emotion categories (happy, sad, anger, fear, disgust, surprise) instead of first annotating arousal and valence separately before mapping them into emotion categories. We restricted the scope for this project to analyze only for emotion arousal level as emotion valence level is analogous to sentiment. For emotion arousal level, Bradley and Lang (1999) averaged annotations on a 9 point scale and Mohammad (2018) used a Best-Worst scale to obtain fine-grained scores. Similar to the SemEval 2017 task (Rosenthal et al., 2019) for sentiment analysis on Twitter, we use a 5-point ordinal scale (Very Low, Low, Neutral, High, Very High) for emotion arousal level.

4. Data Statistics and Analysis

Table 1 presents the tweet level average statistics on the corpus. The dataset tweets contain majorly Hindi language
tokens (written in Roman script instead of Devnagri). A total of 119 tweets had discernible code-mixing (3 or more English words). As our tweets were sampled from the dataset by Swami et al. (2018b) who had referred to their dataset as code-mixed, we continue to refer it that way. Subsequent model building on this corpus would benefit from special handling for token-level spelling differences that come with Devnagri to Latin script switching for Hindi.

Table 2 has the corpus wide statistics across various phenomena annotated. There is a significant skew towards favourable stance in the corpus. To accommodate for this imbalance, subsequent analysis of phenomena with respect to stance contain marginal class percentage statistics, for example percentage of sarcastic tweets in favour of the issue with respect to total number of tweets favourable to the issue. Another point to note is the very low number of hate speech instances. This could be attributed to the stringent guideline that only directed abusive attacks on specific groups/communities are to be regarded as hate speech. Annotations with looser guidelines, where personal offensive language against individuals are also considered hate speech, would correlate highly with overt aggression category. Since we annotated on tweets regarding a polarizing legislation, it was expected that a fair amount would display aggression (either covert or overt). The same observation is evident from the statistics.

![Table 1: Tweet Level Statistics](image)

<table>
<thead>
<tr>
<th>Avg. # tokens</th>
<th>21.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. # tokens (EN)</td>
<td>1.0</td>
</tr>
<tr>
<td>Avg. # tokens (HI)</td>
<td>16.9</td>
</tr>
<tr>
<td>Avg. # tokens (Rest)</td>
<td>3.2</td>
</tr>
</tbody>
</table>

4.1. Annotation Agreement

We used Fleiss’s kappa to measure inter-annotator agreement on categorical annotation tasks and the results are given in table 3. Due to the clear polarizing nature of issue at hand, annotations for stance were of very high correlation. Hate speech annotations had the worst kappa score and can be attributed to what constitutes a personal abusive attack. For figurative language use, the annotations for puns and word-play were of higher correlation as can be expected due to the apparentness in surface forms. Annotations for sarcasm / irony / rhetorical questions while still being of high agreement had lower agreement rate than both metaphors / similes as well as word-play. This can be attributed to the general greater subjective nature of sarcasm as well as it being a more context-dependent phenomenon than metaphor or word-play.

Table 4 gives the Spearman’s rank correlation coefficient across 3 annotators for emotional arousal which has been rated on an ordinal scale of 1 to 5. Although annotating for emotion is a fairly difficult task and annotating for only the arousal dimension even more so. However, we achieve a decent average correlation of 0.65 which can be attributed to the fact that these tweets were sampled for a polarizing issue which had clearly apparent emotional states (high arousal emotions like anger as well as low arousal emotions like sadness). For each pair of annotators, the results of emotional arousal agreement were statistically significant with p-values << 0.005.

4.2. Stance specific analysis

Table 5 presents the statistics of hate speech across stance classes. An anomalous observation is the higher marginal percentage of hate speech evidence for neutral stance. This could be attributed to the poorer understanding of what constitutes hate speech. Additionally, upon investigating we found tweets similar to the one given below. Though the tweet does not take a definitive stance on the issue at hand (denomisation), it is an abusive personal attack at an individual as well as a group.

11. Tweet: ‘MR. RAVISH VYAPARI IMAANDAR HAI.KANOON KA SANMAAN KARTSHAI. PAR
MEDIA NEWS AUR TV SAB SAALE CHOR AUE HARAMKHOR HAI. NOTEBANDI'

Translation: 'Mr. Ravish, businessmen are honest and respect the law. But media, news and TV (personalities) are thieves and bastards.'

Glosses: "Ravish": Refering to news anchor Ravish Kumar

Tweet 11, defends integrity of businessmen while attacking and name calling news personalities.

<table>
<thead>
<tr>
<th>Stance</th>
<th>Marginal Class % of Hate Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Favour</td>
<td>2.92%</td>
</tr>
<tr>
<td>Against</td>
<td>2.2%</td>
</tr>
<tr>
<td>Neutral</td>
<td>3.36%</td>
</tr>
</tbody>
</table>

Table 5: Distribution of hate speech across stance

Table 6 gives the distribution of aggression categories (covert / overt / non) across stance. It is interesting to note the comparisons for overt vs. covert aggression when in favour (majority population stance in this sample) as opposed to against (minority population in this sample) on the issue. Although covert aggression evidence is always more than overt aggression evidence across stance categories, the difference is much lesser for favourable stance samples. It is not difficult to hypothesise that holding a majority stance on issues will lead to open bullying in a lot of cases. Users in minority tend to be more covert to possibly avoid being bullied by the majority group. Though validating this social hypothesis based on analysis of multiple issues is beyond our current scope.

Table 6: Distribution of aggression across stance

<table>
<thead>
<tr>
<th>Stance</th>
<th>Aggression</th>
<th>Marginal Class % Aggression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Against</td>
<td>Overt</td>
<td>8.3%</td>
</tr>
<tr>
<td></td>
<td>Covert</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>51.7%</td>
</tr>
<tr>
<td>Favour</td>
<td>Overt</td>
<td>17.8%</td>
</tr>
<tr>
<td></td>
<td>Covert</td>
<td>23.8%</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>58.3%</td>
</tr>
<tr>
<td>Neutral</td>
<td>Overt</td>
<td>8.8%</td>
</tr>
<tr>
<td></td>
<td>Covert</td>
<td>22.3%</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>68.9%</td>
</tr>
</tbody>
</table>

Finally in table 8, statistics for emotion arousal are presented across stance classes. Opposed to prior analyzed phenomena (hate speech, aggression and figurative language use), the data for emotion arousal is ordinal on a 1 to 5 scale. The average emotion arousal for favourable stance (majority class) is much more than that in against stance (minority class). Similarly, looking at the very high arousal state bucket of 5 emotion arousal (when all three annotators gave a 5 rating), the percentage for majority stance (favourable) is three times that for minority stance (against). These findings are in line with the observations for other phenomena like overt aggression and figurative language use in the majority stance. The higher percentage of lowest arousal state tweets when against the issue must also be noted. These lowest arousal tweets correspond to emotions like depression and sadness.

5. Conclusion and Future Work

This research was motivated by the need to provide a ground-work for analysis of the nuances of opinion on social media with respect to aggression and figurative language use. The observed correlations are encouraging and call for a deeper analysis of these social dynamics. Testing for statistical significance along with corpus-linguistic analysis of informative words for each category was beyond our current scope. The first aim would be to create similar corpora on wide variety of issues (not limited to political debate) to evaluate the consistency of these trends and determine significance of our findings.

Though the scope of this project was limited to corpus creation and analysis of interactions across phenomena, the larger goal is to allow for better classification systems on social media data. An immediate goal is to build baseline models and analyze their performance on the different phenomena annotated in this corpus. It would be interesting to compare performance of models that directly model a single dimension with those models that have cascaded or joint modeling on multiple dimensions. Another avenue we would like to explore is semi-supervised label propagation utilizing both larger corpora on a single dimension such as sarcasm as well as this corpus containing multi-dimensional annotations. Having a single corpus of annotations across dimensions has allowed the possibility to explore transfer learning strategies in classification.

For the sake of keeping this breadth-wise annotation effort manageable, we annotated for a 1001 tweets. We plan to extend this dataset to all 3500 tweets from the original dataset created by Swami et al. (2018b). We further plan to annotate these tweets for named entities as well as 6 emotion classes similar to Vijay et al. (2018).
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Abstract

The spectacular expansion of the Internet has led to the development of a new research problem in the field of natural language processing: automatic toxic comment detection, since many countries prohibit hate speech in public media. There is no clear and formal definition of hate, offensive, toxic and abusive speeches. In this article, we put all these terms under the umbrella of “toxic speech”. The contribution of this paper is the design of binary classification and regression-based approaches aiming to predict whether a comment is toxic or not. We compare different unsupervised word representations and different DNN based classifiers. Moreover, we study the robustness of the proposed approaches to adversarial attacks by adding one (healthy or toxic) word. We evaluate the proposed methodology on the English Wikipedia Detox corpus. Our experiments show that using BERT fine-tuning outperforms feature-based BERT, Mikolov’s and fastText representations with different DNN classifiers.

Keywords: hate speech detection, word embeddings, deep neural networks

1. Introduction

The past few years have seen a tremendous rise in the usage of Internet and social networks. Unfortunately, the dark side of this growth is an increase in toxic speech. Toxic speech is a type of offensive communication mechanism. Toxic speech can target different societal characteristics such as gender, religion, race, disability, etc. (Delgado and Stefancic, 2014) and reflects a certain “state of society”. There is no uniform definition of toxic speech in the scientific literature and there is no clear distinction between hate, offensive, toxic and abusive speech (Gründahl et al., 2018; Waseem et al., 2017; Davidson et al., 2017). We refer to these collectively with the generic term of toxic speech.

Manually monitoring and moderating the Internet and social media content to identify and remove toxic speech is extremely expensive. This article aims at designing methods for automatic toxic speech detection on the Internet. Despite the studies already published on this subject, the results show that the task remains very difficult (Nobata et al., 2016; Saleem et al., 2017). In this paper, we use semantic content analysis methodologies from Natural Language Processing (NLP) and methodologies based on Deep Neural Networks (DNN).

Very recently, DNNs have become the state-of-the-art method for toxic speech detection. Badjatiya et al. (2017) investigated the application of DNNs for hate speech detection and compared it with various classical features like character n-grams, Term Frequency-Inverse Document Frequency (TF-IDF) values, Bag of Word Vectors (BoWV), and Global Vectors for Word Representation (GloVe) (Pennington et al., 2014). They found DNN methods to significantly outperform the existing shallow methods. Zhang et al. (2018) combined Convolutional neural network (CNN) and Recurrent neural network (RNN) by giving the output of CNN to RNN with Gated Recurrent Unit (GRU). Van Aken et al. (2018) proposed a combination of shallow models and DNN methods that outperforms all the individual models. Several evaluations of a range of NLP features was performed by Nobata et al. (2016). Stammbach et al. (2018) reported different pre-processing techniques and their impact on the final classification. Wułczyn et al. (2017) went beyond the simple classification task and developed a method that combines crowdsourcing and machine learning to analyse personal attacks.

Currently, one of the most powerful semantic context representations are those obtained from BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019; Young et al., 2018). Compared to Mikolov’s embedding (Mikolov et al., 2013), BERT model takes into account large left and right semantic contexts of words and can generate different semantic representations for the same word based on its context. Furthermore, pre-trained BERT model can be fine-tuned to a specific NLP task (Peters et al., 2019). The BERT model has resulted into new state-of-the-art for several NLP tasks.

In this article, we investigate several approaches based on different state-of-the-art DNN models and word representations for the task of automatic toxic comment detection. Among the classifiers, we used top performing DNNs in the field of NLP: CNN and RNN. CNN allows the extraction of local features in text, e.g. pertinent sequences of words. RNN is able to extract long-term dependencies that are definitely useful for toxic comment detection (Del Vigna et al., 2017). To take into account the semantic context of the document, we propose to use different representations: Mikolov’s, fastText and BERT embeddings. We compare these against transformers based BERT fine-tuning. The designed systems are evaluated on publicly available corpus of toxic comments from Wikipedia. The work of Bodapati et al. (2019) compares CNN based and fastText classifiers with various character and word based input representations to BERT fine-tuning. As compared to Bodapati et al. (2019), we go beyond binary classification and propose a regression-based method. Furthermore, we analyse the robustness of these approaches with adversarial attacks by adding a toxic or healthy word to the comment. Additionally, we have compared CNN based architecture against RNN based Bi-LSTM and Bi-GRU classifiers. It should be noted that our results of binary classification are not directly comparable to Bodapati et al. (2019) due to differences in training and pre-processing setup.

The rest of the paper is organized as follows: Section 2 describes the approaches. The experiment protocol and the data are described in section 3. The classification results are discussed in section 4.
2. Proposed methodology

Figure 1 presents a schema of our proposed methodology along with the different word representations. We first describe the different word representations and then discuss the DNN classifiers that we evaluate. In all our approaches, the DNN outputs represent the toxicity of a comment.

2.1 Comment representations

2.1.1 Baseline approach: one-hot representation

Our baseline is the classical one-hot input representation, wherein each input word is represented by a one-hot vector. Only the N most frequent words of training corpus are selected. The other words are represented as UNK. One-hot vectors are used as input to DNN classifier. The DNN will classify these sequences of one-hot vectors as toxic or non-toxic. The first hidden layer of the DNN computes the word embeddings. The weights of this embedding layer are trained together with the weights of the other layers of the network. The particularity here is that we do not exploit any pre-trained word embeddings and the entire training is performed using only the task specific corpus.

2.1.2 Feature-based approaches

Embedding models entail vector-based word representations which are usually pre-trained on large datasets. In this work, pre-trained word representations are used as features in task-specific DNN architectures. The DNN network classifies these sequences of word embeddings as toxic or non-toxic. We study and compare three state-of-the-art unsupervised word embedding models:

- Mikolov’s word embedding, which represent each word by taking into account a relatively small window of left and right context words (Mikolov et al., 2013).
- fastText subword embedding. It is an extension of Mikolov’s embedding, which takes into account subword information and allows us to include rare and out-of-vocabulary words (Bojanowski et al., 2016; Mikolov et al., 2018).
- BERT WordPiece model (Devlin et al., 2019). This model takes into account long left and right contexts of words. Thanks to this model, for each comment, embedding of each word-piece can be computed and used as input for DNN classifier. In the case of BERT model, the same word-piece can have different embeddings depending on the context.

It is important to note that these representations are pre-trained on corpora not specific to our task of toxic comment detection. Hence, will not be efficient to model the specificity of toxic speech (slang, affronts, abuse, etc.).

2.1.3 BERT fine-tuning approach

The principle of fine-tuning consists in starting from a pre-trained model and updating the model parameters on the task specific corpus. As our task of hate speech detection is an NLP task where context plays a critical role, the architecture of BERT will be very appropriate. We take the same BERT pre-trained model as in Section 2.1.2 and we fine-tune this model using our training data. For fine-tuning, the hyper-parameters: batch size, learning rate, and the number of the training epochs are varied.

2.2 DNN classifiers

The task of toxic comment detection can be viewed from two perspectives:

- A binary classification task: The neural network is directly trained to decide if a comment is toxic or non-toxic.
- A regression task: For each comment we compute a score between 0 and 1 as a normalized average of labels from different annotators. The neural network is trained for predicting these scores (regression task). A threshold on the predicted score can be used to decide if the comment is toxic or not. The threshold is adjusted on the development set to maximize the F1-score.

We investigate three state-of-the-art DNN architectures for our tasks:

- CNN to identify local patterns in the comments;
- bi-directional Long Short-Term Memory (bi-LSTM) to capture long range dependencies in the comments;
- bi-directional Gated Recurrent Unit (bi-GRU), to capture long range dependencies with lesser model parameters;

3. Experimental setup

3.1 Data description

3.1.1 Wikipedia Detox corpus

We used the data collected in the framework of Wikipedia Detox project (Walczyn et al., 2017), including user’s talks. In our work we exploited only the toxicity part of the corpus. This part contains 160k comments from English Wikipedia talk pages, each labelled by approximately 10 annotators via crowd-sourcing, on a spectrum of how toxic/healthy the comment is with regard to the conversation.

The following toxicity rates are used by annotators: very toxic, toxic, neither, healthy, very healthy. According to this label definition, toxic speech corresponds to very toxic and toxic labels.

For many comments in the Wikipedia Detox corpus, there is a disagreement between annotators. Sometimes, it is difficult to define a dominant label for a comment. To perform the binary classification (toxic or not toxic), for each comment, we decided to use the following majority vote labelling:
if \[(# \text{ of very toxic and toxic annotations}) >
       (# \text{ of healthy and very healthy annotations})\]
and \[(# \text{ of very toxic and toxic annotations}) > 2\]
comment is toxic
otherwise comment is non-toxic

Some examples of the toxic comments are: "You are a big fat idiot, stop spamming my userspace!", "What the fuck is your problem?!", "God damn it fuckers, i am using the god damn sand box".

3.1.2 Train, development and test corpus

We used the train/dev/test partition provided with the Detox corpus (respectively 96k, 32k, 32k). Training data is used to train our classifiers and to fine-tune the BERT model. Development corpus is used to tune the hyperparameters. Test corpus is used to evaluate the performance of the system. We compared the classifier predictions in terms of F1-score.

3.2 Data pre-processing

For many NLP tasks, training data pre-processing has an important impact on the performance of the system. Moreover, DNN approaches are data-driven. These two factors give a very high importance to the pre-processing.

<table>
<thead>
<tr>
<th>Detox corpus</th>
<th>Training</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td># comments</td>
<td>88.9K</td>
<td>32.1K</td>
<td>31.8K</td>
</tr>
<tr>
<td># toxic comments</td>
<td>16.0K</td>
<td>5.6K</td>
<td>5.5K</td>
</tr>
<tr>
<td># non-toxic comments</td>
<td>72.9K</td>
<td>26.5K</td>
<td>26.3K</td>
</tr>
<tr>
<td>Corpus size (word count)</td>
<td>4.3M</td>
<td>1.9M</td>
<td>1.9M</td>
</tr>
<tr>
<td># unique words</td>
<td>108K</td>
<td>64K</td>
<td>64K</td>
</tr>
</tbody>
</table>

Table 1: Statistics on Wikipedia Detox data after pre-processing. ‘K’ denotes thousand, ‘M’ denotes million.

We decided to set the maximum length of a comment to 200 words for reducing the computation time and for avoiding the out-of-memory problems for BERT (because it is a very large model). For this, we keep the first 200 words of each comment of the training, development and test sets. We removed the toxic comments with more than 200 words per comment from the training set because it is possible that the toxic part of the comment is located after the 200th word. We performed this removal only for training. This pre-processing removed about 5% of toxic comments from the training set. Table 1 shows that toxic comments represent only about 17% of all comments. So, our corpus has an unbalanced class distribution.

We converted all words to lower case and used uncased BERT, fastText and Mikolov’s pre-trained models. We removed the unpunctuated words for the Mikolov’s, fastText and one-hot approach. We kept the punctuation for the BERT model.

3.3 Embedding models

As Detox corpus is limited in size, we used pre-trained models:

- **Mikolov’s word embedding**: provided by Google\(^1\) and pre-trained on a wide corpus of 100G words from Google news corpus. Embedding dimension is 300 for 3M words.
- **fastText subword embedding**: provided by Facebook\(^2\) and pre-trained on Wikipedia 2017, UMBC webbase and statmt.org news datasets with total 16B tokens. Embedding dimension is 300, the vocabulary is 1M words.

**BERT-base WordPiece model**: English (uncased) model provided by Google, pre-trained on BookCorpus and Wikipedia, with 12 transformer layers and 12 self-attention heads. The embedding size is 768, the number of WordPieces is 30k (including the punctuations). The total number of parameters is 110 million.

WordPiece BERT model and fastText models succeed to represent all words in our corpus. Mikolov’s embedding is a word based model. Some words from our corpus are not included in its vocabulary, i.e., Out-Of-Vocabulary (OOV) words. Our training set has 86.5k occurrences of OOVs (2%), development set has 45.8k OOV occurrences (2.4%) and the test set has 45.3k (2.4%). To obtain an embedding for these OOVs, we compute an average of the embeddings of all the words in the vocabulary.

3.4 DNN model configurations

The evaluated configurations are presented in the following: for one-hot approach we keep the 75k or 100k most frequent words. For CNN based model we explored one or two convolutional layers (filter size between 3 and 5), followed by two dense layers (with 64-256, 16-64 dense units), with or without dropout. For bi-LSTM and bi-GRU, we explored one or two layers (with 50, 128 units), followed by one or two dense layers (with 64-256, 16-64 dense units), with or without dropout. We use L2 regularization and adam optimizer. For fine-tuning BERT we used maximum sequence length of 256, batch size of 32, learning rate of 2·10\(^{-4}\) and 2 epochs.

4. Results and Discussion

4.1 Binary classification

Table 2, part A, shows the results for baseline methods for one-hot approach: using words or using the same wordpieces as in BERT. Part B focuses on pre-trained embeddings for feature-based approaches. Moreover, we concatenate Mikolov’s and BERT embeddings together and use it as input features to DNN (indicated as ‘Mikolov’s+BERT word embedding’ in Table 2). In this model, words split into word-pieces by BERT tokenizer are averaged and concatenated with corresponding Mikolov’s word embedding. The embeddings obtained by averaging the word-piece tokens are indicated as ‘BERT word embedding’. For ‘Mikolov’s+BERT fine-tun. word emb.’ configuration we concatenate Mikolov’s and BERT fine-tuned embeddings. The results of Part C are obtained by BERT fine-tuning. For the two parts (A, B), we have experimented with three different classifiers: CNN, bi-LSTM and bi-GRU.

As shown in the table, our proposed methods in part B and C show better performance than the baseline methods in part A. Among the classifiers, bi-LSTM and bi-GRU performs slightly better than the CNN. Mikolov’s embedding of part B performs worse than one-hot approach. This can be due to the presence of OOV words: the one-hot approach models N most frequent words of training corpus, while Mikolov’s embeddings is trained on non-toxic corpus.

\(^1\)https://github.com/mmihaltz/word2vecGoogleNews-vectors

and it is possible that some important toxic words (slang) of our corpus are missing in the Mikolov's pre-trained model. BERT with words (BERT word embedding) slightly underperforms compared to BERT word-piece embeddings. This can be due to some loss of information while averaging the embeddings. BERT embedding performed better than one-hot approach. Joint embedding (Mikolov’s+BERT) give slightly better performance than BERT embedding alone. The best method is BERT fine-tuning which achieves 78.2% F1-score. Joint embedding Mikolov’s+BERT fine-tuned word embedding achieves the performance close to BERT fine-tuning. Table 2 exhibits that BERT is effective for both the fine-tuning and feature-based approaches. It is worth noting that the evaluated models have a different numbers of learned parameters: DNN based classifier models have about 1M parameters, whereas BERT fine-tuned model has 110M parameters. BERT embedding is a good trade-off between performance and number of model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>CNN</th>
<th>bi-LSTM</th>
<th>bi-GRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. One-hot approaches</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word-based</td>
<td>72.9</td>
<td>74.2</td>
<td>73.9</td>
</tr>
<tr>
<td>Word-piece based</td>
<td>73.1</td>
<td>74.1</td>
<td>74.4</td>
</tr>
<tr>
<td>B. Feature-based approaches</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mikolov’s embedding</td>
<td>70.6</td>
<td>72.7</td>
<td>72.0</td>
</tr>
<tr>
<td>fastText embedding</td>
<td>73.3</td>
<td>74.1</td>
<td>74.8</td>
</tr>
<tr>
<td>BERT embedding</td>
<td>75.0</td>
<td>75.6</td>
<td>75.7</td>
</tr>
<tr>
<td>BERT word embedding</td>
<td>74.2</td>
<td>75.4</td>
<td>75.5</td>
</tr>
<tr>
<td>Mikolov’s+BERT word emb.</td>
<td>75.9</td>
<td>76.1</td>
<td>76.3</td>
</tr>
<tr>
<td>Mikolov’s+BERT fine-tun. word emb.</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
</tr>
<tr>
<td>C. BERT fine-tuning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT fine-tuning</td>
<td></td>
<td></td>
<td>78.2</td>
</tr>
</tbody>
</table>

Table 2: Binary classification F1-score for different classifiers and different input representations.

A preliminary error analysis shows that sometimes non-toxic speech can be misclassified as toxic speech in the presence of words like bullies, anti-semitism. For example, the comment “You’re a nice guy Irishpunktom. It takes guts to speak against bullies.” is misclassified as toxic. Likewise, toxic speech is misclassified as non-toxic speech due to sarcasm, irony, rhetoric question, etc. For example, “Thats fine. Thank your extreme rudeness. That front page looks so unwelcoming.” is misclassified as non-toxic.

4.2 Classification using regression model

These experiments compare the performances based on the regression model. A threshold is applied to the regression score to decide if the comment is toxic or not. We use bi-LSTM classifier as it gives the best performance according to Table 2.

We observe that BERT model is more powerful than other models. As for binary classification, BERT fine-tuning gives the best results. Mikolov’s+BERT word embedding shows the results close to BERT fine-tuning. We obtained the following results in terms of RMSE (Root Mean Square Error) and MAE (Mean Absolute Error):

- Word-based one-hot: 0.065 and 0.050;
- Word-piece based one-hot: 0.065 and 0.050;
- Mikolov’s: 0.066 and 0.049;
- fastText: 0.062 and 0.047;
- BERT: 0.062 and 0.047;
- Mikolov’s+BERT word emb.: 0.06 and 0.047;
- BERT fine-tuning: 0.06 and 0.047.

These measures further confirm our conclusions.

4.3 Robustness evaluation

In order to evaluate the robustness of our classification systems, we added a toxic word (‘fuck’) to each comment of the test set and a healthy word (‘love’) to each comment of the test set. Table 4 shows the percentage of correctly classified comments that change from predicted non-toxic to toxic comments when a toxic word is appended, and from toxic to non-toxic when a healthy word is appended. In these experiments, we use bi-LSTM (the best DNN according to Table 2) and the threshold of 0.6 with the regression model. We perform the tests only on feature-based models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Binary classification</th>
<th>Regression model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mikolov fast Text</td>
<td>BERT Mikolov fast Text</td>
</tr>
<tr>
<td>non-toxic to toxic</td>
<td>88.0</td>
<td>78.1</td>
</tr>
<tr>
<td>toxic to non-toxic</td>
<td>6.5</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Table 4: Percentage of correctly classified comments, a new word is appended. Bi-LSTM and different models.

We observe that all models are susceptible to the word appending attacks, as also observed in (Gröndahl et al., 2018). Classifiers using Mikolov’s and fastText embeddings are more sensitive to appending of a single word. Classifier using BERT embedding is more robust.

5. Conclusion

In this article, we have investigated several approaches for toxic comment classification using DNNs. We explored feature-based unsupervised comment representations using Mikolov’s, fastText and BERT pre-trained models. These representations are used as input for DNN networks. These approaches are compared to the BERT fine-tuning. We designed binary classification and regression-based approaches. On Wikipedia Detox corpus, our analysis has shown that BERT fine-tuning is the most efficient at this task. Moreover, BERT embedding is the most robust to word attacks. Among DNN based classifiers, bi-LSTM performs better than CNN and bi-GRU at classifying toxic speech.

In the future, we would like to study the impact of data bias on toxic speech detection (Wiegand et al., 2019) and to perform depth study of the multi-class classification (Vaswani et al., 2017). A detailed error analysis to evaluate the linguistic phenomena will also be performed. Moreover, models like XLNet pre-trained model (Yang et al., 2019) or ULMFiT pre-trained language model (Howard and Ruder, 2018) can be studied.
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Abstract

The way people communicate have changed in many ways with the outbreak of social media. One of the aspects of social media is the ability for their information producers to hide, fully or partially, their identity during a discussion; leading to cyber-aggression and interpersonal aggression. Automatically monitoring user-generated content in order to help moderating it is thus a very hot topic. In this paper, we propose to use the transformer based language model BERT (Bidirectional Encoder Representation from Transformer) (Devlin et al., 2019) to identify aggressive content. Our model is also used to predict the level of aggressiveness. The evaluation part of this paper is based on the dataset provided by the TRAC shared task (Kumar et al., 2018a). When compared to the other participants of this shared task, our model achieved the third best performance according to the weighted F1 measure on both Facebook and Twitter collections.
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1. Introduction

Over the years, social media has become one of the key ways people communicate and share opinions (Pelicon et al., 2019). These platforms such as Twitter or WhatsApp, have changed the way people communicate (Décieux et al., 2019). Indeed, the ability to fully or partially hide their identity leads people to publish things that they probably would never say to someone face to face (Pelicon et al., 2019).

Some studies have observed the proliferation of abusive language and increase of aggressive and potentially harmful contents on social media (Zhu et al., 2019). Although most of the forms of abusive language are not criminal, they can lead to a deterioration of public discourse and opinions, which can in turn generate a more radicalized society (Pelicon et al., 2019).

Some studies focus on the automatic detection of abusive language as a first step. Different types of abusive content detection have been defined and studied such as hate speech (Warner and Hirschberg, 2012), cyberbullying (Dadvar et al., 2013), aggression (Kumar et al., 2018a).

In parallel, different evaluation forums propose shared tasks to foster the development of systems to help abusive language detection. Among them, we can cite: TRAC (Kumar et al., 2018a), GermEval (Strauß et al., 2019) and SemEval-2019 Task 6 (Zampieri et al., 2019).

The objective of SemEval-2019 Task 6 and GermEval is to detect offensive language in tweets, respectively in English and German. To solve these shared tasks, participants heavily rely on deep learning approaches as well as transfer learning using the transformer based language model BERT (Devlin et al., 2019); with good success (Strauß et al., 2019; Zampieri et al., 2019).

As for the TRAC shared task, the objective is to detect aggression in Facebook and Twitter posts and comments. Deep learning approaches are also widely used in this shared task and achieved the best performance (Kumar et al., 2018a). However, no participant used transfer learning based on BERT model while this model achieved good performance on offensive language detection and on a wide range of Natural Language Processing (NLP) tasks. Indeed, BERT model broke several records for how well models can handle language-based tasks. Moreover, to the best of our knowledge, the BERT model has never been used on the TRAC dataset in the literature. This statement motivated us to conduct this work and evaluate a BERT model approach on the TRAC task.

In this paper, we proposed a model that uses transfer learning technique based on the on BERT model to address the problem of aggression identification on Facebook and Twitter content (more details in Section 3.). We evaluate the model on the dataset provided by the TRAC shared task. We also compare our model with the ones of the participants to the shared task. For this, we adopted the same rules as during the shared task (Kumar et al., 2018a).

The rest of this paper is organized as follows: Section 2. presents related work in the area of offensive detection and different existing shared tasks in this domain; Section 3. describes the methodology we propose for aggression detection; Section 4. describes in detail the TRAC dataset and evaluation measures we use for evaluation; Section 5. presents the results and discusses them; finally, Section 6. concludes this paper and presents some future work.

2. Related Work

Recent overviews of related work on the detection of abusive language are presented in (Schmidt and Wie gland, 2017) and (Mishra et al., 2019). (Schmidt and Wiegand, 2017) presents a survey on hate speech detection using Natural Language Processing (NLP). The authors report that supervised learning approaches are predominantly used for this later task. Support vector machines (SVM) and recurrent neural networks are the most widespread. The authors also report that features are widely used for hate speech detection, such as simple surface features (e.g. bag of words, n-grams, etc.), word generalization (e.g. word em-
bedding, etc.), knowledge-based features (e.g. ontology, etc.). ... (Mishra et al., 2019) report a survey of automated abuse detection methods as well as a detailed overview of datasets that are annotated for abuse. The authors notice that many researchers have exclusively relied on text based features for abuse detection while the recent state of the art approaches rely on word-level Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN). Within shared tasks on abusive language detection, participants heavily use deep learning techniques that achieved good performances. This is the case for GermEval (Struß et al., 2019), SemEval-2019 Task 6 (Zampieri et al., 2019) and TRAC (Kumar et al., 2018a).

GermEval (Struß et al., 2019) is a shared task that focuses on the detection of offensive language on German tweets. During this shared task, the best performing system on the various sub-tasks of the challenge uses the transformer based language model BERT (Devlin et al., 2019), which convinced us to consider BERT in our work as well.

SemEval-2019 Task 6 (Zampieri et al., 2019) is a shared task that focuses on identification and classification of offensive language in social media, more precisely on English tweets. During the SemEval-2019 Task 6, the transformer based language model BERT (Devlin et al., 2019) was also widely used and achieved top performances, and even in the case it did not achieve the best performance, overall it performed well.

Finally, TRAC (Kumar et al., 2018a) is a shared task that focuses on aggression identification considering both English and Hindi languages. The objective is to classify texts into three classes: Non-Aggressive (NAG), Covertly Aggressive (CAG), and Overtly Aggressive (OAG). Facebook posts and comments are provided for training and validation, while, for testing, two different sets, one from Facebook and one from Twitter, were provided. The best performance during the shared task was achieved with deep learning approaches whether on Facebook test set or Twitter test set (Kumar et al., 2018a). During this shared task, apart from deep learning approaches, such as CNN + LSTM architecture (Ramiandrisoa, 2020), participants considered classical machine learning methods (e.g. Random Forests) based on features as in (Ramiandrisoa and Mothe, 2018; Arroyo-Fernández et al., 2018; Risch and Krestel, 2018). However, no team used BERT model for aggression detection and according to our knowledge, it was also never used on the TRAC dataset. In this paper, we propose to use this transformer based language model for aggression detection on TRAC dataset since it achieved good results on other shared tasks, specifically on abusive language detection and it has also advanced the state of the art for eleven Natural Language Processing (NLP) tasks (Devlin et al., 2019).

In the next Section, we describe the methodology we adopted as well as the TRAC dataset we used.

3. Methodology

According to related work where the transformer-based language model BERT (Devlin et al., 2019) achieves the top performance on offensive language and hate speech detection, we decided to adopt it for the aggression detection problem. For best understanding of our model, in this section, we provide first a short description of BERT model before describing our model.

3.1. BERT details

BERT or Bidirectional Encoder Representations from Transformers is a new method of pre-training language representations which obtains state-of-the-art results on a wide range of NLP tasks. Using BERT has two stages: pre-training and fine-tuning. During pre-training, a deep bidirectional representation is trained on unlabeled data by jointly conditioning on both left and right context in all layers. Pre-training is fairly expensive but fortunately a number of pre-trained models were trained at Google on the same corpus data composed of BooksCorpus (800M words) (Zhu et al., 2015) and English Wikipedia (2,500M words). These pre-trained BERT models are publicly available on github\footnote{https://github.com/google-research/bert, accessed on February, 04\textsuperscript{th} 2020}, so most of NLP researchers do not need to pre-train their own model from scratch. Two model sizes of pre-trained BERT model are released which are BERT\textsubscript{base} and BERT\textsubscript{Large}. The BERT\textsubscript{base} model contains 12 layers of size 768, 12 self-attention heads and 110M parameters, while the BERT\textsubscript{Large} model contains 24 layers of size 1024, 16 self-attention heads and 340M parameters.

Compared to pre-training, fine-tuning is relatively inexpensive. Fine-tuning BERT model consists of consists of adding one additional output layer to the pre-trained model, then train it on labeled data from the downstream task to create a new model. With this method, there is no need of task-specific architecture modifications. In other words, the fine-tuning is a transfer learning of pre-trained BERT model. More details on BERT can be found in (Devlin et al., 2019).

3.2. Model details

In this work, we fine-tuned the BERT\textsubscript{Large} model since it gives better performance than the BERT\textsubscript{base} model in a variety of tasks (Devlin et al., 2019).

As BERT is a pre-trained model, it requires a specific format for the input data. As input, it requires three sequences (of the same length): sequence of token IDs, sequence of mask IDs and sequence of segment IDs. In other words, we should convert all texts in our corpus into triplets of sequences.

In the following, we detail how to transform a given text into a triplet of sequences as illustrated in Figure 1:

1) Break text into sequence of tokens by using the BERT tokenizer. A maximum sequence length is fixed in order to have the same length for all sequences in the corpus. So longer sequences are truncated to the size of maximum sequence length minus two and shorter sequences are padded. In this paper, we set the maximum sequence length to 40 tokens because the maximum length of our preprocessed text is equal to 32 in the training set and 31 in the validation set. In other words, we do not cut any texts during training.
2) Add the token "[CLS]" at the beginning of the sequence of tokens and the token "[SEP]" at the end.

3) Convert each token in the sequence of tokens into ID by using also the BERT tokenizer. The result of the conversion is the sequence of token IDs.

4) Pad with 0 the sequence of token IDs with length less than the maximum sequence length fixed in step 1).

5) Build the sequence of mask IDs which is used to indicate which elements in the sequence of token IDs are real tokens and which are padding elements. The mask has 1 for real tokens and 0 for padding tokens. Figure 1 illustrates this process on an example.

6) Build the sequence of segment IDs which contains only 0 as elements because we classify a text. See Figure 1 for an illustrative example.

Figure 1: The sequence of token IDs, sequence of mask IDs and sequence of segment IDs from a text. In that illustrative example, the maximum sequence length is fixed to 7.

With regard to the output, a linear layer composed of three nodes is added. This is because there are three classes in the TRAC shared task dataset.

During training, more precisely fine-tuning, we used a batch size of 8, the Adam optimizer with a learning rate of 2e-5 and a number of epochs of 3 as parameters. For the implementation, we used the library pytorch-pretrained-bert. Training was carried out on a Nvidia Geforce GTX 1080TI GPU and took about 39 minutes in total.

In the next sections, we report the evaluation framework and then the results of our fine-tuned BERT model.

4. Evaluation framework

In this section, we detail the dataset we used in this paper to evaluate our model as well as how we preprocessed it for text cleaning; we also present the evaluation measure.

4.1. Data

4.1.1. Data Description

The dataset used in this work is the dataset provided for the TRAC shared task (Kumar et al., 2018a) which is a subset of dataset describes in (Kumar et al., 2018b). It consists in English and Hindi randomly sampled Facebook and Twitter comments. In this study, we focused on the English part only, which is detailed in Table 1.

In the dataset, comments are annotated with 3 levels of aggression:

- Non-Aggressive (NAG) : this label is used for data that is generally not intended to be aggressive and mostly used while wishing or supporting individuals or groups.

- Covertly Aggressive (CAG) : this label is used for data that contains hidden aggression and sarcastic negative emotions such as using metaphorical words to attack an individual or a group.

- Overtly Aggressive (OAG) : this label is used for data that contains open and direct aggression such as a direct verbal attack pointed towards any group or individual.

The dataset in the shared task was divided in three sets: training, validation and test. The training and validation sets are used to build models and are only composed of comments from Facebook. Considering English only, the training set is composed of 11,999 comments while the validation set is composed of 3,001 comments.

For the test set, two collections were given: the first is composed of 916 comments crawled from Facebook and the second is composed of 1,257 comments crawled from Twitter. The collection built from Twitter is what the organizers named the surprise collection and the idea behind this collection is to test the power of generalization of the developed model. Indeed, the model is trained on Facebook content but tested on both Facebook and Twitter contents.

<table>
<thead>
<tr>
<th>Number of</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>texts</td>
<td>11,999</td>
<td>3,001</td>
<td>916</td>
<td>1,257</td>
<td></td>
</tr>
<tr>
<td>OAG</td>
<td>2,708</td>
<td>711</td>
<td>144</td>
<td>413</td>
<td></td>
</tr>
<tr>
<td>CAG</td>
<td>4,240</td>
<td>1,057</td>
<td>142</td>
<td>413</td>
<td></td>
</tr>
<tr>
<td>NAG</td>
<td>5,051</td>
<td>1,233</td>
<td>630</td>
<td>483</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Distribution of training, validation and testing data on English TRAC 2018 data collection.

4.1.2. Preprocessing

In this section, we describe the preprocessing steps we applied on Facebook and Twitter comments in order to clean...
them before using it to learn the model when training and to evaluate it when testing.

Emoticon substitution: we used the online emoji project on github [https://github.com/carpemed20/emoji](https://github.com/carpemed20/emoji) to map the emoticon unicode to substituted phrase. Then we treat the substituted phrase into regular English phrase.

HashTag segmentation: HashTags are commonly used in social media like Twitter, Instagram, Facebook... In order to detect whether an HashTag contains abusive or offensive words, we used an open source word segmentation available on github [https://github.com/grantjenks/python-wordsegment](https://github.com/grantjenks/python-wordsegment). One example would be "#asshole" segmented as "asshole" which is offensive in this case.

Misc.: we converted all texts into lowercase. Also all "URL" is substituted by "http". And Finally, we removed all digit, punctuation, email and non UTF-8 word.

4.2. Evaluation measure

The evaluation metric used in this paper is the same measure as used in the TRAC shared task which is the weighted F1. The weighted F1 is equal to the average of the F1 (given by equation 1) of each class label; it is an weighted average, weighted by the number of instances for each class label.

\[
F1 = \frac{2 \times R \times P}{R + P}
\]

where \(P = \frac{TP}{TP + FP}\) is the precision, \(R = \frac{TP}{TP + FN}\) is the recall, \(TP\) denotes the true positives, \(FP\) the false positives, and \(FN\) the false negatives.

5. Results

Table 2 (resp. Table 3) summarizes our results on Facebook (resp. on Twitter) test set. In each table, we can see the three best results from participants in the TRAC workshop and our model which is the fine-tuned of the large pre-trained BERT model.

On Facebook test set, the fine-tuned BERT model (our model) achieves a weighted F1 of 0.627, clearly exceeding the baseline and ranks our model 3rd when compared to the participants of the TRAC shared task.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Weighted F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saroyehun (Aroyehun and Gelbukh, 2018)</td>
<td>0.642</td>
</tr>
<tr>
<td>EBSI-LIA-UNAM (Arroyo-Fernández et al., 2018)</td>
<td>0.632</td>
</tr>
<tr>
<td>BERT-based model (ours)</td>
<td>0.627</td>
</tr>
<tr>
<td>DA-LD-Hildesheim (Modha et al., 2018)</td>
<td>0.618</td>
</tr>
</tbody>
</table>

Table 2: Results for the English task on Facebook test set. Bold value is the best performance.

On Twitter test set, the fine-tuned BERT model (our model) achieves a weighted F1 of 0.595, clearly exceeding the baseline and ranks also our model 3rd when compared to TRAC shared task participants.

In view of these results, our model can easily generalize from one social media platform to another one. Indeed, our model is trained on Facebook comments and achieved good performance, the same 3rd rank, when tested on both Facebook and Twitter comments. It is worth noticing that the systems that outperforms ours are not the same on the two collections, showing that there are less stable than ours. The next step is to test our model on other social media content.

5.1. Discussion

Figures 2 and 3 present the confusion matrices of our model on Facebook and Twitter test sets respectively. When analysing the results of our model according to weighted F1 on both test sets, we can see that our model mislabelled several NAG instances with CAG class. In general, our model shows better performance on classes with many training instances compared with classes with less training instances except with CAG class. Our model has some difficulty to identify the CAG class. Indeed, even though the OAG class has the smaller number of instances, the performance on the OAG class is better than on the CAG class which has more instances.

On the Facebook test set, CAG is the class where our model is less performing, with an F1 score of 0.36, followed by OAG class with an F1 score of 0.55 and NAG with 0.71. From the figure 2, we can see that it is hard for our model to distinguish CAG from NAG as it predicts 181 NAG instances as CAG class. We can see this also holds between OAG and NAG where our model predicts 74 NAG instances as OAG. This second case may be due to the number of instances in the data set (used to train the model) because we have about 2 times more NAG cases than OAG cases.

On the Twitter test set, the most problematic class to identify was also CAG where our model got an F1 score of 0.38, followed by OAG with an F1 score of 0.66 and NAG with 0.73. Figure 3 shows that not only our model has some difficulty to distinguish CAG from NAG but also has some difficulty to distinguish CAG from OAG.

6. Conclusion and Future Work

This paper details the model we propose to solve aggression detection. It also reports the results we obtained on the TRAC English dataset (Facebook and Twitter based) (Kumar et al., 2018a). For this, we trained a neural network based classifier by fine-tuning the pre-trained BERT-Large model.

The evaluation shows that our model is able to detect aggression in social media content and achieves the 3rd best
result both on Facebook and Twitter test sets and this, even if the model is trained on Facebook comments only. For Future work, we plan to apply our model to the second edition of the TRAC shared task. Also we plan to improve our preprocessing step by enlarging the training set with data augmentation techniques or using external datasets because it has been shown to be effective in (Aroyehun and Gelbukh, 2018). As for information representation, the Information Nutritional Label could be worth investigating as well since it has been shown to be interesting to represent information for various IR tasks (Fuhr et al., 2018; Lespag-

Figure 2: Heatmap of the confusion matrix of our model on Facebook test set.

Figure 3: Heatmap of the confusion matrix of our model on Twitter test set.

Ethical issue. While TRAC challenge has its proper ethical policies, detecting aggressive content from user’s posts raises ethical issues that are beyond the scope of the paper.
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Abstract
A meme is a form of media that spreads an idea or emotion across the internet. As posting meme has become a new form of communication of the web, due to the multimodal nature of memes, postings of hateful memes or related events like trolling, cyberbullying are increasing day by day. Hate speech, offensive content and aggression content detection have been extensively explored in a single modality such as text or image. However, combining two modalities to detect offensive content is still a developing area. Memes make it even more challenging since they express humour and sarcasm in an implicit way, because of which the meme may not be offensive if we only consider the text or the image. Therefore, it is necessary to combine both modalities to identify whether a given meme is offensive or not. Since there was no publicly available dataset for multimodal offensive meme content detection, we leveraged the memes related to the 2016 U.S. presidential election and created the MultiOFF multimodal meme dataset for offensive content detection dataset. We subsequently developed a classifier for this task using the MultiOFF dataset. We use an early fusion technique to combine the image and text modality and compare it with a text- and an image-only baseline to investigate its effectiveness. Our results show improvements in terms of Precision, Recall, and F-Score. The code and dataset for this paper is published in https://github.com/bharathichezhian/Multimodal-Meme-Classification-Identifying-Offensive-Content-in-Image-and-Text

Keywords: multimodal data, classification, memes, offensive content, opinion mining

1 Introduction
A meme is “an element of a culture or system of behavior passed from one individual to another by imitation or other non-genetic behaviors”1. Memes come in a wide range of types and formats including, but not limited to images, videos, or twitter posts which has an increasing impact on social media communication (French, 2017; Suryawanshi et al., 2020). The most popular form of content corresponds to memes as images containing text in them. Due to the multimodal nature of the meme, it is often difficult to understand the content from a single modality (He et al., 2016). Therefore, it is important to consider both modalities to understand the meaning or intention of the meme. Unfortunately, memes are responsible for spreading hatred in society, because of which there is a requirement to automatically identify memes with offensive content. But due to its multimodal nature, memes which often are the combination of text and image are difficult to regulate by automatic filtering.

Offensive or abusive content on social media can be explicit or implicit (Waseem et al., 2017; Watanabe et al., 2018; Rani et al., 2020) and could be classified as explicitly offensive or abusive if it is unambiguously identified as such. As an example, it might contain racial, homophobic, or other offending slurs. In the case of implicit offensive or abusive content, the actual meaning is often obscured by the use of ambiguous terms, sarcasm, lack of profanity, hateful terms, or other means. As they fall under this criterion, memes can be categorized as implicit offensive content. Hence it is difficult to classify them as offensive for human annotators as well as for machine learning approaches.

To address the issues with identifying offensive meme, we created the MultiOFF dataset by extending an existing memes dataset on the 2016 U.S. Presidential Election. Details about the data annotation process are explained in Section 4. We address the classification task through an early fusion deep learning technique that combines the text and image modalities of a meme.

Our contributions are as follows:

I We created the MultiOFF dataset for offensive content detection, consisting of 743 memes which are annotated with an offensive or not-offensive label.
II We used this dataset to implement a multimodal offensive content classifier for memes.
III We addressed issues associated with multimodal classification and data collection for memes.

2 Offensive Content
Offensive content intends to upset or embarrasses people by being rude or insulting (Drakett et al., 2018). Past work on offensive content detection focused on hate speech detection (Schmidt and Wiegand, 2017; Ranjan et al., 2016; Jose et al., 2020), aggression detection (Aroyehun and Gebukh, 2018), trolling (Mojica de la Vega and Ng, 2018), and cyberbullying (Arroyo-Fernández et al., 2018). In the case of images, offensive content has been studied to detect nudity (Arentz and Olstad, 2004; Kakumanu et al., 2007; Tian et al., 2018), sexually explicit content, objects used to promote violence, and racially inappropriate content (Connie et al., 2018; Gandhi et al., 2019).

1https://www.lexico.com/en/definition/meme
Due to the multitude of terms and definitions used in literature for offensive content, the SemEval 2019 task categorized offensive text as targeted, untargeted offensive text, if targeted then targeted to a group or an individual Zampieri et al. (2019). Inspired by this, we define an offensive meme as a medium that spreads an idea or emotion which intends to damage the social identity of the target person, community, or lower their prestige.

A meme can be considered as implicitly abusive since it uses a non-offensive sentence in combination with a provoking image or the other way around. The use of an unrelated text often obscures the actual meaning of a derogatory image or the other way around. The obscure nature of the meme resulted in the differences in opinion amongst the annotators, hence we provided multiple examples of offensive memes and non-offensive memes. The examples are shown in Appendix A. In the first example from Figure 1, the meme is attacking a minority as it tries to paint religion in a bad manner. This is noticeable from the visual cues from the image, i.e., attire of the characters in the image. The second example 1 is attacking Hillary (Democratic candidate in 2016 U.S. presidential election) supporters by shaming them. This meme follows similar behavior as the first example as the idea behind the meme is unknown due to obscure text. Nevertheless, the image associated with the text makes this doubt and conveys the idea. To build an automatic offensive detection system, we therefore have to have a good understanding of the textual and visual features of the meme.

3. Related work

The related section covers the work done in identifying offensive content in text and image. It also describes the research done in the area of meme analysis as well as multimodality.

3.1. Offensive Content in Text

Warner and Hirschberg (2012) model offensive language by developing a Support Vector Machine (SVM) classifier, which takes in features manually derived from the text and classifies if the given text is abusive or not. Djuric et al. (2015) have used n-gram features to classify if the speech is abusive or not. There are many text-based datasets available for aggression identification (Watanabe et al., 2018), hate speech identification (Davidson et al., 2017) and offensive language detection (Wiegand et al., 2018; Zampieri et al., 2019). Amongst the work mentioned, Watanabe et al. (2018) relies on unigrams and pattern of the text for detecting hate speech. These patterns are carefully crafted manually and then provided to machine learning models for further classification. Wiegand et al. (2018; Zampieri et al. 2019) deals with the classification of hateful tweets in the German language and addresses some of the issues in identifying offensive content. All this research puts more weight on features of single modality i.e. text and manual feature extraction. We work on memes which have more than one modality, i.e. image and text and feature extraction is automatically done with deep learning techniques.

3.2. Offensive Content in Image

Identifying offensive content in an image based on skin detection techniques have been proposed for nudity detection (Arentz and Olstad, 2004; Kakumanu et al., 2007; Tian et al., 2018). Several works proposed convolutional neural networks (CNNs) to identify appropriate or in-appropriate images for children (Connie et al., 2018). The research done by Gandhi et al. (2019) deals with offensive images and non-compliant logos. They developed an offensive and non-compliant image detection algorithm that identifies the offensive content in the image. They have categorized images as offensive if it has nudity, sexually explicit content, objects used to promote violence or racially inappropriate content. The dataset that has been used by authors is being created by finding similar images by comparing the embeddings of the images. The classifier takes advantage of a pre-trained object detector to identify the type of an object in the image. This research heavily relies on object detection. In our research, we are relying on automatically derived features through a pre-trained CNN, which is capable of classifying memes with relatively fewer resources. Hu et al. (2007) proposed a novel framework for classifying pornographic web pages by using both image and text. The authors used a decision tree to divide Web pages into continuous text, the discrete text, and the image. According to content representations, the algorithm fuses the result from the image classifier and the text classifier to detect inappropriate content. They showed that their fusion algorithm outperforms those by individual classifiers. While this work is
identifying pornographic content on the web page, it relies on skin detection. Unlike our research, the content that they are trying to identify is less obscure and rather explicit.

### 3.3. Offensive Content in Memes

He et al. (2016) proposed a meme extraction algorithm that automatically extracts textual features from data posted during events such as the anti-vaccination movement. The process of extraction is done by identifying independent phrases and by clustering the mutation variant of each phrase associated with the meme. This work studies the convergence and peak times of memes. Drakett et al. (2018), in their research, address online harassment of marginalized groups by abusing memes, using thematic analysis of 240 sample memes. This research studies memes from a psycho-linguistic perspective.

### 3.4. Multimodal Datasets

TUMBLR dataset by (Hu and Flaxman, 2018) is a multimodal sentiment analysis dataset collected from Tumblr (a microblogging site). This dataset has been loosely labelled on the tags attached to the posts available on Tumblr. Their dataset relies on the tag attached to the social media posts as a label while the MultiOFF dataset used in by us is annotated manually. They emphasize more on emotion analysis, unlike our research which gives importance to the detection of offensive content. Duong et al. (2017) proposes different types of architectural designs that can be used to classify multimodal content. While their research delves into emotion classification based on multimodal data, it does not match with the objective of this research, i.e., binary classification of memes into offensive and non-offensive. Smitha et al. (2018) suggests manual extraction of features from the given meme which can be used to classify them in positive, negative and neutral classes. On one hand, sentences related which belong emotions such as sadness, anger, disgust would be classified as negative. On the other hand, the sentences which hint happiness and surprise would be categorized in positive classes and the rest of the memes are treated as neutral. Their dataset is not publicly available. While our work is the first to create a dataset for the memes to detect offensive content using voluntary annotators.

### 3.5. Summary

Most of the studies mentioned above focus on meme classification on a single modality. The ones that have been dealing with multimodal content rely on machine learning approaches that require handcrafted features derived from the data to classify the observations. Internet memes are in the form of images with text, this adds visual elements to the message. As multimodal approaches that are capable of classification rely on manual feature extraction, the system with automatic feature extraction can be used to provide a generic and robust solution to these difficulties. Deep neural network has the capability of deriving such features with minimal manual intervention, however, an annotated dataset for memes was not publicly available. Recently, a shared task on emotions in memes (Memoon Analysis) was published in Semeval 2020 (Sharma et al., 2020) while we were creating our dataset. The details of the data collection are not explained in the shared task. However, we are the first one to collect a multimodal offensive meme dataset using voluntary annotators.

### 4. MultiOFF Dataset

An event such as the 2016 U.S. Presidential Election can be used as a reference to identify offensive content on social media. The initial dataset has been accessed from Kaggle. This dataset has image URLs and the text embedded in the images. The memes have been collected from social media sites, such as Reddit, Facebook, Twitter and Instagram.

#### 4.1. Data Pre-processing

The dataset from Kaggle has many images and may unrelated features such as a timestamp (date published), link (post URL), author, network, likes or upvotes. Those that did not serve the objective of the research were removed, i.e., only the URL link and text (caption) were used from the existing dataset. The captions contained a lot of unwanted symbols such as // or @. As this was hindering the readability of the text, all such symbols were removed from the text during the initial data pre-processing step. Furthermore, the observations in the form of long text posts were removed from the dataset and only the one with less than or equal to 20 sentences of text were kept. Each of the image URLs has been verified for its availability and the image has been obtained locally for training the classifiers for offensive content.

#### 4.2. Data Collection and Annotation

We constructed the MultiOFF dataset by manually annotating the data into either the offensive or non-offensive category. The annotators, which used Google Forms (Chakravarthi et al., 2019; Chakravarthi et al., 2020b; Chakravarthi et al., 2020a), were given instructions to label if a given meme is offensive or non-offensive based on the image and text associated with it. The guidelines about the annotation task are as follows:

I The reviewer must review the meme as shown in Figure 6a in two categories either offensive or Non-offensive.

II Memes can be deemed offensive if it intends the following:

(a) Personal Attack (Figure 6b)
(b) Homophobic abuse (Figure 6c)
(c) Racial abuse (Figure 5a)
(d) Attack on Minority (Figure 5b)
(e) Or Non-offensive otherwise (Figure 5c)

III Most of the memes come with an image and caption.

IV The reviewer must understand that images here are acting as context and play an important role in conveying the intention behind it. So indeed, images or text alone sometimes may not be meaningful.

---

2https://www.msdmanuals.com/professional/pediatrics/childhood-vaccination/anti-vaccination-movement

3https://www.kaggle.com/SIZZLE/2016electionmemes
In case of doubt that if the meme is sarcastic, the benefit of the doubt should be given and it should be labelled as offensive.

While annotating the data, annotators should consider the population exposed to the content in the meme overall.

Once pre-processing and annotation guidelines were made, only six male annotators volunteered for the task. To avoid gender bias, efforts were made to balance the gender ratio of the annotation task. Finally, eight annotators (six male; two female) agreed to participate in the annotation campaign.

The annotation process has been done in two steps. In the first step, a set of 50 memes has been given to each of the eight annotators. As there was no ground truth defined, the majority of the vote has been considered as the gold standard and the Fleiss’ kappa (Fleiss and Cohen, 1973) has been calculated for this majority vote. Initially, the maximum and minimum value of kappa lied in the interval between 0.2 and 0.3, which showed a “fair agreement” between the annotators. After the initial run, we asked the annotators for their feedback on the task. The issues that annotators faced while labelling the data were as follows:

I. Annotators had a different interpretation of sarcastic memes. The majority of sarcastic memes had a conflict of opinion between the annotators. Example number two from Figure 1 is one such meme.

II. As the annotators were unfamiliar with US politics, they were labelling the memes as offensive simply if their sentiments were hurt.

In an attempt to resolve these issues and concerns raised by the annotators, we updated the annotation guidelines and added V and VI in the given annotation guideline.

After improving the annotation guidelines, a set of 50 new memes were identified and distributed to each annotator. Similar to the first set of annotations, kappa was calculated, resulting in a “moderate agreement” between the annotators (0.4 and 0.5).

After achieving moderate agreement, we sent all the memes to the annotators. In this phase, each meme was annotated by only one annotator. The response provided by the annotators has been taken as the final ground truth. According to psychology (Gilbert, 2006), gold standards for measuring sentiments can be a reported reaction of the audience on the content and this response can be taken as ground truth. Data annotation in itself is a challenging and emotionally draining task for the annotators as the memes in the dataset do hurt the sentiment and opinions of the annotators. Defining annotation guidelines, analyzing the annotation and overcoming the disagreement is an achievement in itself.

4.3. Dataset Statistics

After the initial data pre-processing 4.1. and data collection 4.2., the newly created dataset has 743 annotated memes. Table 1 shows a summary of the dataset used for training, validating and evaluating our work.

<table>
<thead>
<tr>
<th>Data</th>
<th>avg#w</th>
<th>avg#s</th>
<th>off</th>
<th>n-off</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>41</td>
<td>2</td>
<td>187</td>
<td>258</td>
<td>445</td>
</tr>
<tr>
<td>Test</td>
<td>47</td>
<td>2</td>
<td>59</td>
<td>90</td>
<td>149</td>
</tr>
<tr>
<td>Val</td>
<td>45</td>
<td>2</td>
<td>59</td>
<td>90</td>
<td>149</td>
</tr>
</tbody>
</table>

Table 1: Summary statistics for the meme dataset based on the 2016 U.S. Presidential Election (avg#w: average number of words, avg#s: average number of sentences, off: offensive, and n-off: non-offensive).

Since the number of non-offensive memes is higher than that of offensive ones, we balanced this by using different class weights while training our classifier.

5. Methodology

In this section, we give insights on baselines and multimodal approaches for meme classification on our MultiOFF dataset. The subsection regarding data transformation gives insights on text and image vectorization. Baselines for text and image elaborates on the baseline models used on each modality. Finally, the multimodal approach summarises the multimodal experiments performed on the MultiOFF dataset.

5.1. Data Transformation

The text in each observation contained stopwords, non-alphanumeric symbols, words with both upper and lower cases were removed and the rest of the text has been lowercased. As a next step, the processed text has been transformed into vector sequences. Text transformation is different for each baseline. For text baseline models (Logistic Regression, Naive Bayes, Deep Neural Network), the text has been transformed into vectors according to the index and count of the word in the local vocabulary. The rest of the classifiers are using GloVe (Pennington et al., 2014) as word embeddings. Images that were locally obtained during the initial data pre-processing were converted into trainable vectors using automatic feature extraction in Convolutional Neural Network (CNN) trained on the ImageNet dataset (Deng et al., 2009).

Figure 2: Early fusion model for combining visual and textual data associated with the meme.
5.2. Baseline Models for Textual Data

Logistic regression (LR) and Naive Bayes (NB), have been used to classify memes based on the provided textual information for a single modality experiment. The standard bag-of-word approach has been followed. Apart from these machine learning algorithms, a neural network with four layers, a stacked Long Short Term Memory (LSTM) network (Gers, 1999), a Bidirectional LSTM and a CNN have been compared for meme classification based on text.

Logistic regression (LR) used for classification is helpful if the targeted classes in the data are linearly separable (Hosmer Jr et al., 2013). This bag of word approach has been used for creating a text vector which has been classified either offensive (p) or non-offensive (1 − p).

\[ \ell = \log_b \frac{p}{1-p} = \beta_i x_i \]

Where, \( \ell \) is the log-odds, \( b \) is the base of the logarithm, and \( \beta_i \) are parameters of the model. If this probability is beyond the threshold then the observation has been set as offensive, non-offensive otherwise.

Naive Bayes (NB) builds the hypothesis with the assumption that each feature is independent of each other features (McCallum et al., 1998). Eventually, NB calculates the probability of the classes given the text vector. In NB, probabilities of class offensive and non-offensive class given the text vector have been calculated. Training examples have been labeled as per the conditional probability of the class.

\[ p(C_k | x) = \frac{p(C_k)p(x | C_k)}{p(x)} \]

Where, \( C_k \) is class label, \( x \) is a feature vector, \( p(C_k) \) is prior probability, \( p(x | C_k) \) is likelihood, \( p(x) \) is probability of feature or evidence.

A Deep Neural Network (DNN) has been used as the third baseline. A neural network with four layers has been designed to classify the meme based on text. The embedding layer that has been used in this baseline is made from the training vocabulary. The neural network has been trained solely on the training data from scratch and no transfer learning approaches have been used in this baseline. A text vector representation is a count of the word sequence from the vocabulary which is using a local word embedding to represent each word. The embedding layer takes in the input of 100 dimensions and provides embeddings of 50 dimensions. A flatten layer precedes a fully connected layer to ensure that all the embeddings get flatten before sent to fully connected layers. The output of this neural network is “sigmoid” to calculate the probability of the class. Binary cross-entropy loss function and gradient descent are used to tune all the hyperparameters associated with the hidden layer.

Stacked LSTM A bag of word approach of treating each word as a separate unit does not preserve the context of the word. LSTM is a neural network that preserves the context of the term by treating text data as a time sequence. LSTM has been used to extract the text feature. It saves the relevant information from the text which could be used later without facing the issue of vanishing gradient descent. In this approach, two LSTMs are stacked together. A stacked LSTM has the capability of building a higher representation of the data. As the output of an LSTM layer has been fed as input into the other. In the architecture for this baseline, stacked LSTMs are used as feature extractors before the data is being sent to the classification layer. Word embeddings are created using a pre-trained GloVe dataset. The use of pre-trained word embedding leverages the contextual meaning of the word globally.

Bidirectional LSTM (BiLSTM) uses GloVe for word embeddings. Unlike LSTM, BiLSTM saves the past as well as future data sequences to preserve the context of the targeted word. In this architecture, only one BiLSTM has been used. The output of this layer has been connected to the classification layer with a sigmoid activation function which gives out the probability of the offensive class.

CNN approaches are suitable for text as it can be represented in a learnable vector form. As text can be represented in such form, CNN can be relied upon to classify the text data as well. In this baseline, two basic building blocks of CNN are used. The convolutional layer and maxpooling layer with the output of previously connected to the input of the later has been used. Three such convolutional blocks have been used before the classification layer. The flattening layer before the classification layer converts the vector in one dimension for the fully connected dense layer. Finally, the output of this layer has been cascaded to the final layer with sigmoid as a primary choice for activation function.

5.3. Baseline Model for Images

A CNN architecture developed by the Visual Geometry Group (VGG) at the University of Oxford has been used to classify the targeted image data (Simonyan and Zisserman, 2014). This specific architecture has 16 layers and is known as VGG16. The model is pre-trained on the ImageNet dataset and has been used as the baseline in our experiments. Images were loaded into an array and changed into a fixed shape as per VGG16 specifications. All the values in the matrix were in the range between 0 and 255. VGG architecture has two convolution layers both with Relu as an activation function. The output of the activation function has been fed to the max-pooling layer which has been followed by a fully connected layer which also uses “Relu” (Wang, 2017) as an activation function. Instead of a fully connected layer, a Global Average Pooling layer has been used which later is connected to a Dense layer with the Sigmoid activation function to predict class probability.

In Network Surgery, all the 16 layers in VGG16 have been frozen by converting all the parameters in the layers as untrainable. This has been done to prevent the pre-trained network again on new data. The top layer in the model i.e. 1000 classes of ImageNet is not required and hence removed.
5.4. Multimodal Approach

To support our research hypothesis, the text and image classifiers are evaluated individually. Additionally, we combined the modalities (text and image), which is known as the "Early Fusion Approach" (Duong et al., 2017).

As shown in Figure 2 (Hu and Flaxman, 2018), the text and image modalities in their vector form have been fed into the classifier. In this architecture, both modalities are required to classify the offensive content. A new vector has been formed by the concatenation of both modalities which represents a meme as a whole and hence can be used for classification.

The setup for each of the experiment remains the same in the case of training. As the amount of data is insufficient to train a DNN, we take advantage of pre-trained embeddings. On the one hand, pre-trained VGG16 on the ImageNet dataset has been used for images, while GloVe has been used to represent word embeddings.

**Stacked LSTM + VGG16:** VGG16 has been used to extract image features. It is a CNN model, pre-trained on the ImageNet dataset. The same Stacked LSTM approach used in the text baseline has been used in the multimodal experiment.

**BiLSTM + VGG16:** In this experiment, Bi-directional LSTM has been used to vectorise the text, which was combined with the image features. This combination gives rich information about the training example and stands a better chance of getting classified in the correct category.

**CNNText + VGG16:** In this experimental setting, image features have been carried out by a pre-trained VGG16 net-
work on the ImageNet dataset and textual features have been extracted by using a CNN model. These features are concatenated and fed as input to a stacked LSTM model. The output of the LSTM model is connected to the dense layer which then is combined with the image features to represent the meme. The CNNText + VGG16 approach leverages the CNN architecture text as used in the baselines above.

### Table 2: Precision, recall and F1-score for the baseline and multimodal classifiers.

<table>
<thead>
<tr>
<th>Type</th>
<th>Classifier</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>LR</td>
<td>0.58</td>
<td>0.40</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.52</td>
<td>0.45</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>0.47</td>
<td>0.54</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Stacked LSTM</td>
<td>0.39</td>
<td>0.42</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>BiLSTM</td>
<td>0.42</td>
<td>0.23</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>0.39</td>
<td>0.84</td>
<td>0.54</td>
</tr>
<tr>
<td>Image</td>
<td>VGG16</td>
<td>0.41</td>
<td>0.16</td>
<td>0.24</td>
</tr>
<tr>
<td>Multi</td>
<td>Stacked LSTM + VGG16</td>
<td>0.40</td>
<td>0.66</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>BiLSTM + VGG16</td>
<td>0.40</td>
<td>0.44</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>CNNText + VGG16</td>
<td>0.38</td>
<td>0.67</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 2: Precision, recall and F1-score for the baseline and multimodal classifiers.

6. Results and Discussion

The set of 743 memes has been randomly split into train, validation and test dataset. Table 1 shows the data statistics. All approaches mentioned in the previous section are applied to the text, extracted from the memes, whereby early fusion approaches have been used to implement a DNN to combine the two targeted modalities. The Table 2 shows the results of the meme classification experiments. Later on, these baselines, except LR, NB, and DNN, have been extended to build the multimodal classifier that can classify the meme based on textual and visual features of the meme. From Table 2, it is evident that Logistic regression performs best in predicting the offensive meme category based on the text. Classification of offensive language with the CNN on text provides the highest recall, which highlights its capability of retrieving the offensive meme. On the other hand, the precision of 0.39 shows that many memes are being mislabeled as offensive. VGG16 generates the lowest recall, which shows that only 0.16 of memes were retrieved from the total pool of offensive memes. According to the same table, DNN on text has a 0.5 F1-score, but it showed an inferior recall value of 0.55 when compared to the recall of Stacked LSTM + VGG16 (0.66). As mentioned earlier, DNN is the only model with local embeddings. Hence it is showing better precision, recall, F1-score than other models. It is showing better results for memes related to this domain but may as well fail in generalising.

It can be seen from the Table 2 that the text classifier based on the Stacked LSTM, BiLSTM and CNN text show improvements in terms of recall when text and image features are considered. The last three entries in Table 2 report the evaluation results for the multimodal classifier. On average, the precision of 0.40 is achieved for all three multimodal approaches. This has been achieved without suffering from a poor recall, as recall for all of them is in a range between 0.44 and 0.67. As a result, a balanced F1-score has been achieved which maintains the inclination of getting more precision without reducing recall. Figure 3 shows an interesting fact about the multimodal classifiers. All the classifiers end up identifying the same number of offensive memes, while the recall of each distinguishes them from each other. An ensemble model could be built by leveraging the strength of multiple classifier to identify the offensive content. Figure 4 shows the predictions of stacked LSTM text classifier, VGG16 image classifier, and their combined multimodal classifiers. In the first example, the true label for the meme is non-offensive, whereby the text classifier predicts it correctly. Differently, the image classifier predicts the same meme as offensive, while the BiLSTM + VGG16 and CNNText + VGG16 classifier correctly labels it as Non-offensive. In the third meme, we can see an offensive content in terms of a child holding a gun to his head. This image in itself can be deemed as offensive but the text associated with it is vaguely Non-offensive if considered alone. The text classifier fails to identify the true label. On the other hand, the image classifier identifies the right label followed by the multimodal classifier.

7. Conclusions and Future Work

In this work, we implementer an approach on offensive content classification in memes based on images and text associated with it. For this purpose we enriched an existing memes dataset with offensive or non-offensive labels with the help of voluntary annotators. This MultiOFF dataset was the used to train and evaluate a multimodal classification system for detecting offensive memes. Results demonstrate the improvement in retaining offensive content (recall) when both text and image modality associated with the meme was considered.

Although results in Table 2 show that the ability to retain most of the offensive content will be increased by a multimodal classifier, it is still debatable if the accuracy of such a multimodal approach is reliable. As a remedy, manual evaluation by an administrator should be included before blocking offensive content. The result shown by the text classifier shows accuracy close to the multimodal classifier and sometimes better. While the image classifier has a lesser chance of identifying and retaining offensive memes on its own, the multimodal classifier shows improvements in retaining offensive memes. This suggests that there are more chances of improving accuracy by increasing the weight of textual features while combining it with visual elements of the meme. The future direction of this research focuses on the usage of tags associated with social media posts which are treated as the label of the post while collecting the data. This will help us to gather more training data. For this work, we used the 2016 Presidential Election Memes dataset, but to avoid the biases caused due to use of the specific domain, a variety of memes can be included from different domains. The approach of combining modalities can be extended for other multimedia content such as audio and video. Concatenating the image and text embeddings for representing memes could be improved upon by fusing embeddings. As it is hard to explain the ab-
stract features that are responsible for identifying offensive content, the inclusion of more training data will help us to understand it. For automatic evaluation of a meme, we need text as the different modality. This text is often embedded on the meme. Hence to capture the embedded text, we can use OCR techniques.
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Appendix: Examples from Annotation

Guidelines

(a) Example of meme intended for Racial abuse

(b) Example of meme intended for attacking minorities

(c) Example of non-offensive meme

Figure 5: Example images

(a) Example of google form

(b) Example of meme intended for personal attack.

(c) Example of meme intended for Homophobic abuse

Figure 6: Example images
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Abstract

Hate speech detection in social media communication has become one of the primary concerns to avoid conflicts and curb undesired activities. In an environment where multilingual speakers switch among multiple languages, hate speech detection becomes a challenging task using methods that are designed for monolingual corpora. In our work, we attempt to analyze, detect and provide a comparative study of hate speech in a code-mixed social media text. We also provide a Hindi-English code-mixed data set consisting of Facebook and Twitter posts and comments. Our experiments show that deep learning models trained on this code-mixed corpus perform better.

Keywords: Hate Speech, Code mixing, Convolutional Neural Networks

1. Introduction

Hate speech is a direct or indirect statement targeted towards a person or group of people intended to demean and brutalize another or use derogatory language on the basis of ethnicity, religion, disability, gender or sexual orientation (Schmidt and Wiegand, 2017). Due to the massive rise in user-generated content from social media, hate speech has also steadily increased. Hate speech, targeting a particular individual or group of people, can cause personal trauma, cyberbullying, panic in the society, and discrimination. In response to the growth in the hate content from social media, there has been a large number of works on automatic hate speech detection to alleviate online harassment (Warner and Hirschberg, 2012; Zimmerman et al., 2018; MacAvaney et al., 2019; Ibrohim and Budi, 2019; Nobata et al., 2016).

Code mixing is a phenomenon which occurs when the speaker uses two languages together in the course of a single utterance (Wardhaugh, 1986; Chakravarthi et al., 2018; Chakravarthi et al., 2019). The speaker makes use of the grammar or lexicon from more than one language. It is considered as a natural and common phenomenon in multilingual societies and is reflected in user-generated content on social media (Ranjan et al., 2016; Jose et al., 2020; Priyadharshini et al., 2020; Chakravarthi et al., 2020b; Chakravarthi et al., 2020a). The task of identifying hate speech becomes even more challenging when the content is code-mixed since lexical items, phrases and sentences from different languages may co-exist within a sequence, and computational models are required to recognize and process these simultaneously. Hate Speech is common on social media, and content generated by Indian-language speakers is no exception (Suryawanshi et al., 2020a; Suryawanshi et al., 2020b). It assumes an additional significance due to high internet infiltration and rich linguistic diversity. In addition to this, the use of the Roman script for Indian languages mixed with native scripts is widespread among social networking sites due to difficulty in typing tools and familiarity with English, which adds to the overall complexity of the problem.

While there is some relevant and independent work on code-mixed social media content, few efforts have been made to detect hate speech in Hindi-English code-mixed data. In the light of the gap in this research area, our contributions described in this paper are the following:

• An annotated Hindi-English code-mixed data set containing hate speech. To the best of our knowledge, this is the first Hindi-English code-mixed data set which contains posts/tweets written in both the Roman and the native Devanagari script.

• A comparative study of performance of five different classifiers including machine learning and deep learning on the three different Hindi-English code-mixed data sets.

• An extensive discussion of the micro F1 score of all the trained models for each data set, not provided in the experiments reported on by Bohra et al. (2018).

We have also evaluated the performance of the classifiers and deep learning model on the same data set used by Bohra et al. (2018). The rest of the paper is organized as follows. We explain related works in Section 2. Section 3. presents the details of the data set. Section 4. reports on approaches we used to classify the hate speech content. In Section 5., we present our results accompanied by a detailed error analysis. Section 6. concludes the paper.

2. Related Work

In the digital era of the global world, various areas of research have studied computer-mediated communication from different perspectives. Language usage on social media websites, in emails and in chat rooms has been studied concerning phenomena such as speech acts, code-switching, gender, communalism, politeness and impoliteness. Lots of research has been done on gender and sexuality in hate speech detection, and there has been significant progress over time.
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Important early work on hate speech detection was carried out by Spertus (1997), who built a prototype system Smokey using a C4.5 decision tree generator to determine feature-based rules that could categorize abusive messages. Since then, hate speech detection has achieved milestones, and several models have been trained to detect hate speech. Yin et al. (2009) were the first to use a supervised learning approach to detect harassment on web 2.0. They classified social media posts using a support-vector machine (SVM) based on local contextual and sentiment features. Malmasi and Zampieri (2017) examined character n-grams, word n-grams and skip-grams to detect hate speech in social media. They trained their classifier on an English data set with three labels and achieved an accuracy of 78%. A Hindi-English code-mixed data set was created to study the problem of hate speech detection in such data. They classified the tweets using character n-grams, word n-grams, punctuation, lexicon and negations features with an SVM and random forest. The best result was obtained by SVM with an accuracy of 71.7% when all the features were used together to detect hate speech (Bohra et al., 2018). A convolution neural network model was proposed by Mathur et al. (2018) to detect offensive tweets in Hindi-English code switched language. Bohra et al. (2018) created a Hindi-English code-mixed data set to study the problem of hate speech detection in such data. The data set contains Twitter data in the Roman script only. They classified the tweets using character n-grams, word n-grams, punctuation, lexicon and negations features with an SVM and random forest. They reported results on the linear classifying approach that uses hand-engineered features. The best result was obtained by SVM with an accuracy of 71.7% when all the features were used together to detect hate speech.

3. Corpus Creation and Annotation

Taking into account the aim of the present study, we chose to use social media data, as this data is best known for code-mixing. The corpus used for the study comes from two of the biggest social networking sites: Facebook and Twitter.

3.1. Corpus collection

Three different data sets have been used for the current study.

- The first data set was collected from Github 1. Data set-1 consist of 4575 Hindi-English code-mixed annotated tweets in the Roman script only. Tweets were extracted from twitter using the Twitter API. In order to remove the noise from the data set, rigorous preprocessing was carried out, which resulted in the removal of URLs and punctuation, replacing user names and emoticons (Bohra et al., 2018).

- Data set-2 was taken from a Shared Task called HASOC, which was organised at FIRE 2019. It consists of 4665 annotated posts partially collected from Twitter and Facebook. The collection was done with the help of the Twitter API using specific hashtags and keywords which helped in crawling an unbiased data set (Mandl et al., 2019).

- In addition to Data set-1 and Data set-2 we created a third data set (Data set-3) which has also been used for an aggression detection task (Kumar et al., 2018). This unannotated data set contains 3367 posts and tweets which were annotated by us. The data for the current corpus was crawled from Facebook and Twitter. The data was collected using some of the popular hashtags around such contentious themes as a beef ban, India vs Pakistan cricket matches, election results, opinions on movies, etc., i.e., topics that are typically discussed among Indians and may give rise to hate speech.

Detailed statistics of the three data sets are provided in Table 1.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Hate</th>
<th>Not-Hate</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA SET-1 (Bohra et al., 2018)</td>
<td>2290</td>
<td>2289</td>
<td>4579</td>
</tr>
<tr>
<td>DATA SET-2 (HASOC data set)</td>
<td>2419</td>
<td>2246</td>
<td>4665</td>
</tr>
<tr>
<td>DATA SET-3 (ours)</td>
<td>478</td>
<td>2889</td>
<td>3367</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the three data sets. Data set-1 contains Posts/Tweets in the Roman script only, Data set-2 has the Posts/Tweets in Devanagari script only and Data set-3 (our data) has Posts/Tweets in both the Roman and the Devanagari script.

3.2. Annotation Guidelines

Annotation is an integral part in the development of any automatic recognition system. Annotated data provides useful quantitative information about the occurrence of certain contextual features. As the first two data sets were already annotated, we carried out annotation only for our data set. The annotation was carried out using a flat tag set described in the annotation guideline2. It is used for training and testing the system for automatic hate speech recognition. A simple binary classification method in which we distinguish between hate speech and non-hate speech posts was applied. The two labels use for this categorization are **Hate** and **Not Hate**.

- A post has been marked as hate if the post contains any linguistic behaviour which is intended to target an individual or community and shows dissent using offensive and abusive content. This includes both direct and indirect offensive language as well as threats. Indirect offensive posts are expressed through sarcasm, satire or apparently polite language. Hate speech content also includes offensive reference to one’s sexuality and sexual orientation as well as race and religion, i.e., posts targeting a specific community to demean them. Any post in a thread endorsing previously expressed hate speech was also marked as hate (HATE).

---


2[https://www.dropbox.com/s/lydv9tt7kh4k01b/Hate%20speech%20annotation%20guide%20line.pdf?dl=0](https://www.dropbox.com/s/lydv9tt7kh4k01b/Hate%20speech%20annotation%20guide%20line.pdf?dl=0)
Posts which do not contain any offence or profanity, either covert or overt, and do not target any individual, community or group were marked as non-hate (NOT HATE).

A list of relevant examples illustrating this binary classification is shown in Figure 1.

3.3. Inter-annotator agreement

In order to test the validity of the annotation, an inter-annotator agreement was calculated using Krippendorff’s $\alpha$ using Krippendorf 0.32 based on the Thomas Grill implementation\(^3\). The annotation was completed by six annotators: three male and three female in three different phases. In order to make the annotation process more accessible and user-friendly, 33 Google forms were made which contained the necessary annotator information, annotation scheme and 100 posts in each Google form. In the very first phase, 500 posts were annotated by all the six annotators. An inter-annotator agreement was calculated before the completion of the first annotation phase, after which changes in the annotation guidelines\(^4\) were made since the inter-annotator agreement score was below par for hate speech detection. The second phase of the annotation was conducted with another set of 500 posts/tweets. While calculating the inter-annotator agreement after the second round of annotation, we found that one of the annotators had difficulty understanding social media language while another annotator was unable to finish the annotation task; consequently, the inter-annotator agreement was very poor. Therefore we eliminated both annotators, which resulted in a much higher agreement score compared to the previous score. After completion of the second round of annotation, a preliminary experiment was done to train the system, followed by a third phase of annotation, conducted on the rest of the tweets. The final inter-annotator agreement was calculated on 4 sets x 3367 posts each. Krippendorf $\alpha$ score turned out to be 0.47, which is quite reliable.

3.4. Complicated cases

The results of the inter-annotator experiment after the completion of the first phase of annotation gave very poor agreement among the annotators. One of the main reasons for the poor agreement among the annotators was the annotation guidelines. The initial annotation guidelines were not adequate enough to pinpoint important distinctions between hate speech and non-hate speech and the interpretation of the tags as well as hashtags. Therefore, specific changes were made in the annotation guidelines to continue the second phase of annotation. Secondly, several posts were not very explicit from a pragmatical point of view; hence, each annotator made their own subjective inference about the post. A few instances are being discussed here.

Example 1 and 2 show a strong criticism of the BJP government by the users on specific events that happened recently. Rather than marking these examples as non-hate, one of the annotators felt that these posts are more than mere criticisms; these were perceived as an insult to the current government, i.e., as hate speech, where users are targeting and demeaning a particular political organisation.

Example 1

(1) The protest against #bhu_molestation and the way govt is dealing again shows how scared the BJP is of independent movements #BHU

Example 2

(2) Sirf banaras ghumiye mat yaha ke bare me sooche bhi #bhu_molestation

Translation - Do not think about Banaras just come and take a tour.

Another set of tweets which were difficult to annotate were the ones which consist of one single phrase and hashtags as given in examples 3 and 4. Whether the words in these tweets reflect mere criticism or contain demeaning content

---

\(^3\)https://pypi.org/project/krippendorff/

\(^4\)https://github.com/sharduls007/Hate_speech_detection_Hindi_English_codemixed
and explicitly target some individual or group is not very clear and hence quite subjective.

(3) *landacquisitionbill #landacquisitionordinance !!!*

(4) *abki_par_beti_par_war #bhu_molestation*

Translation - Violence against daughters

In order to tackle the difficulty in annotating these cases we redefined the definition of hate speech for our data set. We marked the tweets/posts as hate speech only if they directly or indirectly target an individual, a group or an organisation based on race, religion, caste or gender. Posts which merely criticize such entities are not considered hate speech. We also marked posts/tweets which led to any kind of violence towards any individual, group or organisation as hate speech.

### 4. Classification Performance

All three data sets were used for the hate/non-hate detection task with traditional machine learning and deep learning algorithms. We conducted the experiments with four different machine learning classifiers, namely a support-vector machine (SVM), K-Nearest Neighbours (KNN), multinomial naïve Bayes (MNB) and a decision tree (DT). Term frequency (TF) weighting was employed as feature. For the Deep Learning model, we experimented with a character-based Convolution Neural Network (CNN) (Zhang et al., 2015). The idea behind adopting the state-of-the-art model is that Twitter data contains sentences with lots of different characters (e.g., hashtags, emoticons) which are an inherent part of the message being communicated. A character-based CNN model takes all these character sequences into account, pre-empting the need for pre-processing and reducing the need for feature engineering. It was hypothesised that it should give a better understanding of the sentences compared to the linear classifiers in terms of defining classes. Therefore, no feature engineering or pre-processing was carried out. The CNN model is capable of taking all the characters into account to build a character embedding space. As these posts are short sentences, we have adjusted the number of filters to 128 compare to main paper where 256 filters are used and have kept the filter size as it is which 7*7 with convolution layers, two dense layers which used 1024 neuron and 50% dropout to adjust the overfitting issue keeping in mind that the texts are short text.

Out of the total data in each data set, 20% was set aside as test set and 10% as validation set. The remaining 70% of the data was used to train the models. More extensive experimentation and research were performed using our data set to show problems of the code-mixed text. One of the main challenges while building the model was the class distribution imbalance in data set-3, wherein it contains less hate-speech than non-hate-speech, which was forcing the model for imbalance training. To overcome the issue, we have taken the help of weighted classes where we have calculated the distribution of two classes 'hate-speech' and 'non-hate-speech' over the data. Based on the calculation, a weight of ratio 1:6 was given to the classes, which means the class 'not hate-speech' has six times higher weights of class 'hate-speech' while computing the loss function. In this case the loss function will not be only based on the main class distribution data but the loss becomes a weighted average when the weight of each sample is specified by class weights and its corresponding class. Thus weighting the data helped the model to be trained more accurately.

#### 4.1. Results

Overall we see varying performance across the classifier, with some performing much better out-of-sample than others. Every experiment was carried out with each data set once and also on the combined data set. Table 2 describes the accuracy for each data set using SVM, KNN, MNB and DT. The accuracy for Data set 1, 2 and 3 and the Combined data set using the CNN model is 0.71, 0.74, 0.82 and 0.86, respectively. Table 3 shows the micro F1 score of the models trained with the data sets. The F1 scores using the CNN model for Data set 1-3 and the Combined data set are 0.67, 0.74 0.71 and 0.74, respectively. It was found that

<table>
<thead>
<tr>
<th>Models trained</th>
<th>Data set-1</th>
<th>Data set-2</th>
<th>Data set-3</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.62</td>
<td>0.52</td>
<td>0.87</td>
<td>0.64</td>
</tr>
<tr>
<td>MNB</td>
<td>0.63</td>
<td>0.66</td>
<td>0.87</td>
<td>0.65</td>
</tr>
<tr>
<td>KNN</td>
<td>0.63</td>
<td>0.60</td>
<td>0.87</td>
<td>0.50</td>
</tr>
<tr>
<td>DT</td>
<td>0.57</td>
<td>0.65</td>
<td>0.85</td>
<td>0.66</td>
</tr>
<tr>
<td>Character-lavel CNN</td>
<td>0.71</td>
<td>0.74</td>
<td>0.82</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of linear classifiers and character level CNN model trained individually and combined on the three data sets

<table>
<thead>
<tr>
<th>Models</th>
<th>Data set-1</th>
<th>Data set-2</th>
<th>Data set-3</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.38</td>
<td>0.34</td>
<td>0.47</td>
<td>0.39</td>
</tr>
<tr>
<td>MNB</td>
<td>0.42</td>
<td>0.64</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>KNN</td>
<td>0.53</td>
<td>0.54</td>
<td>0.53</td>
<td>0.47</td>
</tr>
<tr>
<td>DT</td>
<td>0.55</td>
<td>0.61</td>
<td>0.61</td>
<td>0.65</td>
</tr>
<tr>
<td>Character-label-CNN</td>
<td>0.67</td>
<td>0.74</td>
<td>0.71</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 3: Micro F1 score of the trained linear classifiers and character level CNN model trained individually and combined on the three data sets


the character-level CNN model gives a better performance than the other classifiers in all cases. Looking at the micro F1 score of the models, we can observe that the character-level CNN model is quite good with “real” social media data as contained in our data set. When we say “real” data, we mean natural, raw data, not subjected to pre-processing, containing a high level of code-mixing. It was fed into the model with all the stop words, punctuation, emoticons, URLs and hashtags. SVM and MNB perform worst with an identical F1 score of 0.47. KNN performs slightly better with 0.53, while DT is better again with 0.61. The reason behind the poor performance of the classifiers is that these need cleaned data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bohra et al., 2018 (SVM)</td>
<td>0.71</td>
</tr>
<tr>
<td>Bohra et al., 2018 (Random Forest)</td>
<td>0.66</td>
</tr>
<tr>
<td>Character-level CNN</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 4: A comparison of the accuracy of the Linear approaches in the baseline paper with our Deep learning model for Data set-1.

As mentioned in the previous section, one of the data sets was developed by Bohra et al. (2018). We compared the results of their experiment (which we treat as the baseline) with our CNN model. Table 4 compares the results based on the accuracy obtained by the baseline paper and our CNN model. It is interesting to note that the baseline experiment with the SVM using Character N-Grams, Word N-Grams, Punctuation, Lexicon and Negations as the features obtains the same accuracy as the CNN model which is 0.71, while random forest obtains an accuracy of 0.66. It would have been much easier to compare the performance of the two systems if Bohra et al. (2018) had reported the F1 score of their experiments.

5. Manual Evaluation

To understand the shortcomings of the models and to get a deeper understanding of the problems associated with code-mixed data classification, a manual inspection has been performed on a set of wrongly classified sentences.

(5)  
Bhai tu khud rape karega to bhi kuch nahi bolenge. Khush?
Translation - Brother even if you do the rape, we will not say anything. Happy?

(6)  
bjp Wale rajyo me murder ya rape nahi hote kya...
Translation - No rape has been done in BJP ruled states.

A possible reason for the fact that example (5) and example (6) were wrongly marked as hate speech is the presence of lexical “rape” and “murder”, shown in bold letters; the model might have taken these as a key for a hate-speech utterance.

(7)  
Once a chutiya always a chutiya...
Translation - Once a fucker always a fucker

Table 4: A comparison of the accuracy of the Linear approaches in the baseline paper with our Deep learning model for Data set-1.

(8)  
Yup and this is a most disturbing part of this. Yaani yaar nobody is going to ask the girl even rape ho jaey k aagy uski life kysi guzray gi.
Translation - Yup and this is a most disturbing part of this. It means even if a girl has been raped; no one is going to ask her how her life will be in future.

The linear classifiers could not classify most of the tweets correctly if the sentence structure is complicated, as shown in example number 7 and 8 where Hindi words are incorporated into the English word order. The case becomes even more complicated when one part of the tweet is represented with English word order and the other with Hindi. The fact that example 7 and 8 were correctly classified by the character-level CNN model shows that the deep learning method performed much better than the linear classifiers. It is likely that since the CNN model classifies the tweets on character basis, the context as well as the linguistic structure is more appropriately captured than in the case of the other classifiers.

(9)  
lagta hai ki kiran bedi ki jamanat bi japt ho gayi!
Translation - It seems that Kiran Bedi’s bail was also confiscated

The tweets which were sarcastic, such as the one in example (9), also played an important role as these were misclassified. The tweets target one of the individuals from a leading political organisation, and as the presence of a targeted entity in an utterance is obligatory in our definition of hate speech, this tweet should have been marked as hate. However, the system marked it as not hate. Other kinds of “indirect hate tweets” were not correctly classified by either the linear classifiers or the CNN model.

(10)  
#FallofBJPStarts #bhunolestation #BHUnunsafe @ KPadmaRani1 @ neo_pac @ pankhuripathak @ polysmind

Moreover, the tweets (see example number 10) which contain only hashtags were classified randomly by linear classifiers. On the other hand, the CNN model marked all these tweets as not-hate. This is the most interesting and debatable case; even the annotators faced difficulty in annotating tweets of this type due to the lack of the written context, which is necessary to infer the real intention of the users, and agreeing on one tag.

6. Conclusion and Future Work

In this paper, we presented an annotated corpus of Hindi-English code-mixed text, consisting of tweets and the corresponding annotations. We have discussed the development of a hate speech annotated data set of 3.5k tweets and Facebook comments in English-Hindi code-mixed language. We have discussed the annotation scheme that was used to annotate the data set. We believe that the annotation of hate speech or any other cyberbullying task depends on how we define it and is necessary to state our definition clearly to the annotators. This data set could prove to
be an invaluable resource for understanding as well as automatically identifying hate speech and other related phenomena like trolling over the web, mainly on social media platforms.

We have also given a description of the supervised systems built using linear classifiers and a character-level CNN model for Hate Speech detection on three different data sets. In contrast to linear methods, the deep learning model was able to capture the syntax and semantics of the hate speech more accurately even in the case of unbalanced and unprocessed data set. Thus, we could observe the fundamental difference in the way linear classifiers like SVM and CNN models learn.

In the future, we plan to apply and experiment with techniques that could successfully cover/identify larger linguistic patterns that our shallow parses currently cannot detect. We also plan to model a system which could be useful for detecting hate speech in closely-related and minority language code-mixed data.
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Abstract

This paper describes the participation of the IRIT team in the TRAC (Trolling, Aggression and Cyberbullying) 2020 shared task (Bhattacharya et al., 2020) on Aggression Identification and more precisely to the shared task in English language. The shared task was further divided into two sub-tasks: (a) aggression identification and (b) misogynistic aggression identification. We proposed to use the transformer based language model BERT (Bidirectional Encoder Representation from Transformer) for the two sub-tasks. Our team was qualified as twelfth out of sixteen participants on sub-task (a) and eleventh out of fifteen participants on sub-task (b).
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1. Introduction

Social media has become one of the key ways people communicate and share opinions (Pelicon et al., 2019). These platforms, such as Twitter or WhatsApp, allow people to fully or partially hide their identity and this leads to the proliferation of abusive language and an increase of aggressive and potential harmful content on social media (Zhu et al., 2019). Automatically monitoring user-generated content in order to help moderate social media content is thus an important topic and has attracted significant attention in recent years as evidenced in recent publications (Mishra et al., 2019; Struß et al., 2019; Zampieri et al., 2019). Several studies focus on the automatic detection of abusive language such as hate speech (Warner and Hirschberg, 2012), cyberbullying (Dadvar et al., 2013), aggression (Kumar et al., 2018). Different evaluation forums have also been proposed in order to foster the development of systems to help abusive language detection. Among them, we can mention TRAC (Kumar et al., 2018), GermEval (Struß et al., 2019), and SemEval-2019 Task 6 (Zampieri et al., 2019).

In this work, we report the work we carried out on aggression identification and our participation in the second edition of TRAC (Trolling, Aggression and Cyberbullying). The objective of TRAC shared task is to automatically detect aggression in text. During the first edition, the objective was to develop a classifier that could make a 3-way classification between "Overtly Aggressive", "Covertly Aggressive" and "Non-aggressive" text data. Deep learning approaches were widely used during the shared task and achieved the best performance (Kumar et al., 2018).

For the second edition of TRAC (Bhattacharya et al., 2020), the organizers proposed two sub-tasks: (a) aggression identification and (b) misogynistic aggression identification. The objective of sub-task (a) is the same as in the first edition of TRAC which is to classify the text according to 3 classes. The objective of sub-task (b) is to develop a binary classifier for classifying the text as "gendered" or "non-gendered".

For our participation in this second edition of TRAC, we proposed variants of a model that use transfer learning based on the BERT model (more details in Section 4.) to tackle the problem of the two sub-tasks.

The rest of this paper is organized as follows: Section 2. presents related work in the area of abusive language detection; Section 3. describes the TRAC data set as well as the pre-processing we developed; Section 4. describes the methodology we propose to answer the TRAC challenge as well as the submitted runs; Section 5. presents the results and discusses them; finally, Section 6. concludes this paper and presents some future work.

2. Related Work

Automatically detecting abusive language from textual analysis has gained momentum (Maitra and Sarkhel, 2018). Schmidt and Wiegand (2017) present a survey on hate speech detection using Natural Language Processing (NLP). The authors report that supervised learning approaches, such as support vector machines (SVM) and recurrent neural networks, are predominantly used to solve the problem. They also report that features such as simple surface features (eg. bag of words, n-grams, etc.), word generalization (eg. word embedding, etc.), knowledge-based features (eg. ontology, etc.), are widely used for hate speech detection. On the other hand, Mishra et al. (2019) report an overview of abuse detection methods as well as a detailed overview of data sets that are annotated for abusive language detection. The authors noticed that many researchers have relied on text-based features for abuse detection while the recent state of the art approaches rely on deep learning approaches such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN). Several European projects and workshops are tackling this challenge (Laurent, 2020; Hoang et al., 2020) and a number of evaluation forums that deal with offensive content, hate speech and aggression have been organized recently. These initiatives confirm the increasing interest in this field (Pelicon et al., 2019). To solve this challenge, participants heavily use deep learning techniques and achieve the best effectiveness. This is the case in GermEval (Struß et al., 2019), SemEval-2019 Task 6 (Zampieri et al., 2019) and
the first edition of TRAC (Kumar et al., 2018). The first edition of TRAC (Kumar et al., 2018), denoted as TRAC 2018 in the remainder of the paper, focused on aggression identification considering both English and Hindi languages. The objective was to classify texts into three classes: Non-Aggressive (NAG), Covertly Aggressive (CAG), and Overtly Aggressive (OAG). Facebook posts and comments were provided for training and validation, while, for testing, two different sets, one from Facebook and one from Twitter, were provided. The best performance during the shared task in English language was achieved with deep learning approaches both on Facebook and Twitter test sets (Kumar et al., 2018). During this shared task, apart from deep learning approaches, participants considered classical machine learning methods (e.g. Random Forests) based on features as in (Ramiandrisoa and Mothe, 2018; Arroyo-Fernández et al., 2018; Risch and Krestel, 2018). In Hindi language, Logistic regression over lexical features gave the best performance on Facebook set and second best performance on Twitter sets (Samghabadi et al., 2018).

In the next section, we will describe the second edition of TRAC, denoted as TRAC 2020 in the remainder of this paper, in which we participated as well as the methodology we adopted.

3. Data and preprocessing

In this section, we detail the data set used during the second edition of TRAC as well as how we preprocessed it for text cleaning and added external data to increase the training data set.

3.1. Data set

The second edition of the TRAC shared task (Bhattacharya et al., 2020) (TRAC 2020) was divided into two sub-tasks, namely aggression identification (sub-task (a)) and misogynistic aggression identification (sub-task (b)). The organizers provided a new data set, different from the ones made available during TRAC 2018. The training and validation sets are composed of 5,000 aggression-annotated data from social media each in Bangla (in both Roman and Bangla script), Hindi (in both Roman and Devanagari script) and English. The test set is composed of 1,200 data from social media each in Bangla, Hindi and English. During this edition, we used the English parts only.

For sub-task (a), each text data is labeled as Non-Aggressive (NAG), Covertly Aggressive (CAG), or Overtly Aggressive (OAG). The label NAG is used for text that is generally not intended to be aggressive, CAG is used for text that contains hidden or indirect aggression and finally OAG is used for text that contains open and direct aggression.

For sub-task (b), each text data is labeled as gendered (GEN) or non-gendered (NGEN). The text instances used in both sub-tasks are the same, just labels are different.

Table 1 details the English data set used in this work.

<table>
<thead>
<tr>
<th>Number of</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>texts</td>
<td>4,263</td>
<td>1,066</td>
<td>1,200</td>
</tr>
<tr>
<td>OAG</td>
<td>435</td>
<td>113</td>
<td>286</td>
</tr>
<tr>
<td>CAG</td>
<td>453</td>
<td>117</td>
<td>224</td>
</tr>
<tr>
<td>NAG</td>
<td>3,375</td>
<td>836</td>
<td>690</td>
</tr>
<tr>
<td>GEN</td>
<td>309</td>
<td>73</td>
<td>175</td>
</tr>
<tr>
<td>NGEN</td>
<td>3,954</td>
<td>993</td>
<td>1,025</td>
</tr>
</tbody>
</table>

Table 1: Distribution of training, validation and test data on English TRAC 2020 data collection.

We also describe the two methods we used to enlarge the data set in order to get a balanced data set because as we can see in table 1, classes are imbalanced. In various applications balanced data sets have been shown to perform better than imbalanced ones (Chawla et al., 2002; Khan et al., 2017), and various methods have been developed to overcome data imbalance (Prati et al., 2015).

Data Preprocessing: we converted all texts into lowercase and all "URL" are substituted by "http". We also substituted emoticon into their text equivalents by using the online emoji project on github1. We treated the substituted phrase as regular English phrase. Finally, we removed non UTF-8 words.

Enlarging the data sets: we added more data in order to increase the number of items in low populated classes. We enlarged the data set for sub-task (a) only because, in that case, we have the data set of TRAC 2018 (the first edition) at our disposal which is annotated with the same class labels as used for sub-task (a).

We proposed two methods to complement the data set for the sub-task (a):

(i) For the first method, we used all the data set provided during the first edition, i.e. we used the training, validation and the two tests. In this, we took all the text data labeled as CAG or OAG from the TRAC 2018 sets and added them to the training data of TRAC 2020. The resulting data set is called first enlarged data set and is composed of 14,039 texts where there is 6,305 CAG, 4,359 OAG and 3,375 NAG.

(ii) For the second method, we used only the training set of TRAC 2018. More precisely we took some of the text data labeled as CAG or OAG, respectively 2,922 and 2,940, and added them to the training data of TRAC 2020 in order to have the same number of instances per classes to train the model. The resulting data set is called second enlarged data set and is composed of 10,125 of text data where the number of items in each class is 3,375.

In the next section, we describe the models associated to the runs we submitted to TRAC 2020 shared task.

4. Methodology

We submitted five runs during the TRAC 2020 shared task, three for sub-task (a) and two for sub-task (b). These five

1https://github.com/carpedm20/emoji, accessed on February, 04th 2020
runs are based on a system that uses BERT model (Devlin et al., 2019). More precisely, we used the BERT model combined in parallel with a low-dimensional multi-head attention layer (Projected Attention Layers or PALs) which was proposed by (Stickland and Murray, 2019) and denoted as BERT_Pals in the remainder of this paper. BERT_Pals was designed for multi-task learning but it can be used for a single task learning. We used BERT_Pals because it gave better result than just BERT on the validation set during the model training.

To understand the BERT_Pals model, let us first explain the original BERT model architecture. The original BERT model is simply a stack of BERT layers. In the literature, two types of BERT architecture are widely used: BERT-large (composed of 24 BERT layers) and BERT-base (composed of 12 BERT layers).

BERT takes in a sequence of tokens and outputs a vector representation of that sequence. Each token in the sequence has its own hidden vector and these hidden vectors are transformed with the first BERT layer to get the first hidden states. The first hidden states are transformed through successive BERT layers and get at the end the final hidden states.

A BERT layer follows a transformer architecture based on a multi-head attention layer (Vaswani et al., 2017). The multi-head layer consists of n different dot-product attention mechanisms. The BERT_Pals model modify the original BERT by adding a task-specific function in parallel with each BERT layer. Figure 1 provides an illustration of the architecture of the BERT_Pals model with only two layers for simplicity. For a more detailed explanation of the BERT_Pals model, we refer readers to (Stickland and Murray, 2019). The code of (Stickland and Murray, 2019) is also open-source and is available in github.

In their work, Stickland and Murray (2019) used the same configuration of BERT-base architecture as in (Devlin et al., 2019). However, in our work, we changed it to the configuration of BERT-large architecture because Devlin et al. (2019) stated that BERT-large achieved better performances than BERT-base. For the other configurations, which are specific to BERT_Pals, we used the same as in (Stickland and Murray, 2019)’ work, except the task sampling that is useless in the case of a single task. Indeed, in our work, we train the model on one task only so we do not need to use the tasks sampling method which is essential for multi-task learning.

4.1. Runs submitted to TRAC 2020

Sub-task (a): For this sub-task, we submitted three runs obtained from BERT_Pals models that were trained with a mini-batch size of 32, a maximum sequence length of 40 tokens, Adam optimizer with learning rate of 2e-5, number of epochs of 3 and learning rate warm-up over the first 10 % of the steps. The difference between these three models is the training data on which they were trained. The first model (model_A_1) was trained on the training data of TRAC 2020 only, while the second model (model_A_2) was trained on the first enlarged data and finally the last model (model_A_3) was trained on the second enlarged data.

Sub-task (b): For this sub-task, we submitted two systems also obtained from BERT_Pals models trained with a minibatch size of 32, a maximum sequence length of 40 tokens, adam optimizer with learning rate of 2e-5, number of epochs of 3 and learning rate warm-up over the first 10% of steps. The difference between the models was also the data on which they were trained. The first model (model_B_1) was trained on the training data of TRAC 2020 only while the second model (model_B_2) was trained on both the training and validation data of TRAC 2020.

The training was carried out on an Nvidia Geforce GTX 1080TI GPU and took between 3 to 6 minutes in total.

In the next sections, we report the results we obtained during the TRAC 2020 shared task.

5. Results

This section reports the results our team obtained on the English data sets when participating to TRAC 2020. More details on other participants’ systems are presented in (Kumar et al., 2020).

Table 2 presents the results we obtained for sub-task (a) and table 3 the ones for sub-task (b). For sub-task (a), we can see that the model (model_A_3) trained on the balanced data set gives the best performance (weighted F1 of 0.6352). Nonetheless, this model achieved just the twelfth rank over sixteen participants runs during the TRAC 2020 challenge, where the best team achieved a weighted F1 of 0.8029.

For sub-task (b), we can see that the model (model_B_1) trained on the training data of TRAC 2020 only gives the...
Table 2: Results of our three models for sub-task (a) on English test set. Bold font highlights the best performance.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>model_A_1</td>
<td>0.6179</td>
<td>0.6958</td>
</tr>
<tr>
<td>model_A_2</td>
<td>0.5894</td>
<td>0.645</td>
</tr>
<tr>
<td>model_A_3</td>
<td><strong>0.6352</strong></td>
<td><strong>0.6967</strong></td>
</tr>
</tbody>
</table>

Table 3: Results of our two models for sub-task (b) on English test set. Bold font highlights the best performance.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>model_B_1</td>
<td><strong>0.8202</strong></td>
<td>0.8433</td>
</tr>
<tr>
<td>model_B_2</td>
<td>0.7870</td>
<td><strong>0.8542</strong></td>
</tr>
</tbody>
</table>

5.1. Discussion

When analyzing the results of our models according to confusion matrix on sub-task (a), we can see that they hardly identify CAG. From the confusion matrix presented in Figure 2, we can see that our best model confuses NAG and CAG, and the same holds for CAG and OAG. It confirms our hypothesis, when reading some texts from the training set, that it is easier to distinguish texts labelled as NAG from texts labelled as OAG than from texts labelled as CAG. This difficulty to detect CAG is the main weakness of our model, this is why our ranking is so poor during the competition. With BERT_Pals, we are able to detect the six CAG while using normal/original BERT, we do not even predict CAG at all.

For the sub-task (b), our model performs better than for sub-task (a) but hardly predict GEN cases as we can see in Figure 3 for our best model; the same holds for the other model which does not even predict GEN cases at all. This is likely to be due to the imbalanced nature of the data set as there are about thirteen times more NGEN cases than GEN cases. This finding confirms what (Pelicon et al., 2019) said in their work that transfer learning with BERT does not perform well on imbalanced data sets.

6. Conclusion and Future Work

In this paper, we presented our participation in the second edition of TRAC shared task in English language for both sub-tasks: (a) aggression identification and (b) misogynistic aggression identification. We used BERT model to tackle the problem of the two sub-tasks. On the first sub-task, our best model achieved a weighted F1 of 0.6352 which ranked our team on the twelfth place over sixteen participants runs. On the second sub-task, our best model achieved a weighted F1 of 0.8202 which placed our team to the eleventh rank over fifteen participants runs. However, in this second task, the performance of our models are closer to the best.

We noticed that the class imbalances in the data set had a significant impact on the performance of our models. Adding instances from an external data set to the minority classes on sub-task (a) proved to be the most consistent technique to improve the performance of our models. Nevertheless on this sub-task, our models met another problem which is to differentiate covertly aggressive cases and non-aggressive cases.

Our aim for the short term future work is to balance the data set for sub-task (b) in order to see if it improves the results. We also plan to test different techniques to tackle the problem of imbalanced data sets. For long term future work, we aim to make our proposed models more robust to imbalanced data set. We also plan to investigate why it is hard for our models to detect covertly aggressive by analyzing the text in the training data set with keywords extraction technique such as the one we developed in (Mothe...
et al., 2018). We may also investigate more on keywords by using them instead of long text as input to our models.

**Ethical issue.** While TRAC challenge has its proper ethical policies, detecting aggressive content from user’s posts raises ethical issues that are beyond the scope of the paper.
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Abstract
Modern transformer-based models with hundreds of millions of parameters, such as BERT, achieve impressive results at text classification tasks. This also holds for aggression identification and offensive language detection, where deep learning approaches consistently outperform less complex models, such as decision trees. While the complex models fit training data well (low bias), they also come with an unwanted high variance. Especially when fine-tuning them on small datasets, the classification performance varies significantly for slightly different training data. To overcome the high variance and provide more robust predictions, we propose an ensemble of multiple fine-tuned BERT models based on bootstrap aggregating (bagging). In this paper, we describe such an ensemble system and present our submission to the shared tasks on aggression identification 2020 (team name: Julian). Our submission is the best-performing system for five out of six subtasks. For example, we achieve a weighted F1-score of 80.3% for task A on the test dataset of English social media posts. In our experiments, we compare different model configurations and vary the number of models used in the ensemble. We find that the F1-score drastically increases when ensembling up to 15 models, but the returns diminish for more models.

Keywords: neural networks, offensive language, aggression, hate speech, ensemble learning, transformer model, BERT

1. Robust Aggression Identification
Aggression in social media posts, such as tweets or Facebook posts, has become omnipresent. Ignoring it is inappropriate because it can inflict real damage in real-world life (Hsueh et al., 2015; Rösner et al., 2016). Text classification approaches can detect such malicious behavior, and more fine-grained classifications can identify subclasses of aggression, for example, different severity levels or target groups (Zampieri et al., 2019a). These classifiers alone cannot solve the problem of online aggression because they do not reach its root cause — the attackers behind aggressive posts. However, they still play an essential role in combating aggression by supporting content moderators, who remove these posts from online platforms or criminal prosecutors, who hold attackers accountable.

The current trend for research on natural language processing with deep neural networks is to develop more and more complex models. The complexity is expressed in the number of parameters, which is in the hundreds of millions for transformer-based language models, such as Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2018). More precisely, large BERT models span 24 layers and 340 million parameters, and even base BERT models span 12 layers and 110 million parameters. Typically, these models are pre-trained on large corpora, for example, on collections of web pages with billions of tokens. For down-stream tasks, e.g., text classification, they are fine-tuned on smaller datasets. While the pre-training is unsupervised, the fine-tuning for down-stream tasks is typically supervised learning. The fine-tuning fits the model well to the labeled training data, and the model’s bias is typically low. It does not suffer from underfitting. The strong classification performance reported on training, validation, and test datasets proves this. In fact, overfitting can be more of an issue, especially for smaller datasets. The number of parameters is much larger than the typical number of samples in hand-labeled datasets. Standard regularization techniques, such as dropout and limiting the number of training steps with early stopping, can be used to cope with overfitting problems.

However, the model’s variance is high. Even slight variations in the input data or a slight change of the random seed, which affects, for example, the randomly initialized weights of the final prediction layer (prediction head) result in large changes in classification performance. In our initial experiments, we find that the performance varies in a range of up to five percentage points in F1-score.

Contributions. We address the issue of high variance of fine-tuned BERT models on small datasets with an ensembling approach. To this end, we propose to combine the predictions of multiple BERT models that are trained with bootstrap aggregating on slightly differing training datasets and with varying weight initialization in the final prediction layer. Our experiments show that an ensemble achieves a two percentage points higher F1-score than single models. Further, we optimize the number of ensembled models and find that the performance increases for up to 15 models and stays the same for larger ensembles.

Outline. The rest of this paper is structured as follows: In Section 2, we give an overview of related shared tasks and transformer-based neural networks. We then briefly introduce the dataset and point out the imbalanced class distribution in Section 3. Further, the training procedure for the BERT models and the ensembling technique is described in the same section. Our experiments in Section 4 evaluate the F1-score on the validation and test datasets, and we describe the model configurations that achieved the best results. An additional experiment studies how the number of ensembled models affects the classification performance. In Section 5, we discuss the results and analyze misclassi-
fications based on confusion matrices before we conclude
with directions for future work in Section 6.

2. Related Work

The last three years came with a variety of shared tasks in
the broad field of aggression identification. We give an
overview of these tasks in the following. Afterward, we
summarize related work on transformer neural networks
and ensembles for aggression identification since we com-
bine both techniques in our approach.

Shared Tasks. The by far largest shared task concern-
ing the number of participants and the dataset size is the
Kaggle challenge on toxic comment classification. The
dataset comprises English user comments from Wikipedia
discussion pages. Thanks to a large number of shared tasks
in conference workshops, labeled datasets cover a diverse
set of languages besides English. For example, there is
Spanish (Fersini et al., 2018), Italian (Bosco et al., 2018),
Hindi (Kumar et al., 2018a; Bhattacharya et al., 2020),
Bangla (Bhattacharya et al., 2020), German (Wiegand et
al., 2018; Struß et al., 2019), and Arabic, Danish, Greek,
and Turkish (Zampieri et al., 2020).

The shared tasks differ not only in language but also in
the precise task and respective class labels. For example,
HatEval deals with hate speech against immigrants and
women (Basile et al., 2019), HaSpeeDe with hate speech
detection in general (Bosco et al., 2018), IberEval has a
task on automatic misogyny identification (Fersini et al.,
2018), OffensEval covers offensive language (Zampieri et
al., 2019b), and TRAC focuses on aggression (Kumar et
al., 2018a; Bhattacharya et al., 2020). To the best of our
knowledge, there is no common definition for the task of
identifying aggressive or otherwise offensive social media
posts. Instead, the different shared tasks use varying termi-
nology: hate speech, toxic comments, offensive language,
abusive language, aggression, and misogyny identification.
Waseem et al. (2017) provide an overview of abusive lan-
guage detection subtasks.

Transformer Models. Our approach builds on Bidi-
rectional Encoder Representations from Transformers (BERT)
(Devlin et al., 2018). BERT is a task-agnostic lan-
guage representation model, which consists of multiple lay-
ers of bidirectional transformers by Vaswani et al. (2017).
After being pre-trained on a large corpus, it can not only
be fine-tuned for text classification but also for many other
tasks, such as named entity recognition, question answer-
ing, and text summarization. The training objective of the
model uses a masking technique. Given a sentence, 15% of
the input tokens are masked, and the task is to predict
these tokens. This technique overcomes the limitation of
unidirectional processing and is also superior to language
models that combine right-to-left and left-to-right process-
ing (Peters et al., 2018).

Our implementation uses the Python-based framework for adapting representation mod-
els (FARM) by deepset.2 BERT has been used in other shared tasks on hate speech
or offensive language detection (Mozafari et al., 2019; Nikolov and Radivchev, 2019). We first published the idea of
ensembling multiple BERT models in the context of a
shared task on offensive language detection for German
tweets (Risch et al., 2019). However, our experiments in
this previous publication only show that ensembles of five
or ten BERT models outperform a single model. It does
not answer what the optimal number of models in such an
ensemble is.

Our submission to the last edition of the aggression identifi-
cation shared task in 2018 uses another ensembling tech-
nique: stacking (Risch and Krestel, 2018). The predic-
tions of bidirectional recurrent neural networks and logis-
tic regression classifiers are weighted for each social media
post individually. Depending on features extracted from
the post, such as its text length or the number of out-of-
 vocabulary words, one or the other classifier’s predictions
are emphasized. Thereby, we account for the fact that in-
dividual classifiers are specialized to make predictions for
longer or shorter posts, for example. The difference to
the bootstrap aggregating approach is that the goal was
not to reduce variance but to combine classifiers that were
trained on different features (word embeddings, character
n-grams). On the English dataset, the best single model
achieves an F1-score of 58% and the ensemble 61% for
English. The results on the Hindi dataset are similar (best
single model: 61% and ensemble: 63%).

3. Bootstrap Aggregating BERT Models

This section presents our approach for the shared task. It
begins with a brief description of the task dataset and fur-
ther describes the classification model, the training proce-
dure, and the ensembling strategy. The Python code for our
submission is publicly available online.3

3.1. Dataset

The shared task4 is based on three datasets: an English,
a Hindi, and a Bangla dataset of about 6000 social media
posts each (Kumar et al., 2020). It comprises two inde-
pendent tasks. The first task, task A: aggression identifi-
cation, is a 3-way classification into non-aggressive (NAG),
covertly aggressive (CAG), and overtly aggressive (OAG)
posts. Covertly aggressive posts include indirect attacks
that use, e.g., satire or rhetorical questions, while overtly
aggressive posts contain lexical features that are consid-
ered aggressive (Kumar et al., 2018b). Table 1 gives an
overview of the dataset sizes for this task. The second task,
task B: misogynistic aggression identification, is a binary
classification task with two labels: gendered (GEN) and
non-gendered (NGEN). Gendered aggression is defined as
attacks based on gender (roles), and includes homophobic
and transgender attacks (Kumar et al., 2018b). Table 2
gives an overview of the dataset sizes for this task. Fig-
ure 1 and Figure 2 list one English-language example post
per class label.

1https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
2https://github.com/deepset-ai/FARM
3https://hpi.de/naumann/projects/repeatability/text-mining.html
4https://sites.google.com/view/trac2/shared-task
Table 1: Training, validation, and test dataset sizes for task A per language.

<table>
<thead>
<tr>
<th>Language</th>
<th>Training NAG</th>
<th>CAG</th>
<th>OAG</th>
<th>Validation NAG</th>
<th>CAG</th>
<th>OAG</th>
<th>Test NAG</th>
<th>CAG</th>
<th>OAG</th>
<th>Total NAG</th>
<th>CAG</th>
<th>OAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>3375</td>
<td>453</td>
<td>435</td>
<td>836</td>
<td>117</td>
<td>113</td>
<td>690</td>
<td>224</td>
<td>286</td>
<td>4901</td>
<td>794</td>
<td>834</td>
</tr>
<tr>
<td>Hindi</td>
<td>2245</td>
<td>910</td>
<td>829</td>
<td>578</td>
<td>211</td>
<td>208</td>
<td>325</td>
<td>191</td>
<td>684</td>
<td>3148</td>
<td>1312</td>
<td>1721</td>
</tr>
<tr>
<td>Bangla</td>
<td>2078</td>
<td>898</td>
<td>850</td>
<td>522</td>
<td>218</td>
<td>217</td>
<td>712</td>
<td>225</td>
<td>251</td>
<td>3312</td>
<td>1341</td>
<td>1318</td>
</tr>
</tbody>
</table>

Table 2: Training, validation, and test dataset sizes for task B per language.

<table>
<thead>
<tr>
<th>Language</th>
<th>Training NGEN</th>
<th>GEN</th>
<th>Validation NGEN</th>
<th>GEN</th>
<th>Test NGEN</th>
<th>GEN</th>
<th>Total NGEN</th>
<th>GEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>3954</td>
<td>309</td>
<td>993</td>
<td>73</td>
<td>1025</td>
<td>175</td>
<td>5972</td>
<td>557</td>
</tr>
<tr>
<td>Hindi</td>
<td>3323</td>
<td>661</td>
<td>845</td>
<td>152</td>
<td>633</td>
<td>567</td>
<td>4801</td>
<td>1380</td>
</tr>
<tr>
<td>Bangla</td>
<td>3114</td>
<td>712</td>
<td>766</td>
<td>191</td>
<td>986</td>
<td>202</td>
<td>4866</td>
<td>1105</td>
</tr>
</tbody>
</table>

We refrain from any complex data pre-processing and use only three small steps. First, all characters are converted to lowercase. Second, we insert whitespaces before and after every emoji so that they can be tokenized as separate tokens. Third, we limit the sequence length to 200 tokens. The sequence length defines how many tokens are cut off from overly long sequences. Only a few posts are affected by this choice. With a maximum sequence length of 200 tokens, 0.9% of all training samples are affected. A maximum sequence length of 220 or 230 tokens reduces this number to 0.5%.

The tokenizer is the same as used for pre-training the BERT model. For this reason, emojis and non-Latin characters are unknown tokens, which are replaced with a common [UNK] symbol. Without inserting whitespace around emojis, the example post “Great video” would be tokenized as “Great, video,”. With our pre-processing, it is tokenized as “Great, video, [UNK], [UNK], [UNK]”. On the word embedding level, we use a dropout of 10%, which means that every tenth word is randomly removed from the input to regularize the model.

We use the BERT base model, which has 768 hidden units. Therefore, the final prediction layer is a dense layer with softmax activation that maps the 768-dimensional vectors to three outputs for the multi-class classification and to two outputs for the binary classification.

3.3. Training Procedure

We train each model for up to ten training epochs and halt the training if no learning progress is made for two subsequent evaluation periods. This early stopping mechanism monitors the weighted F1-score on a 10% validation set. An evaluation on this set runs every 40 batches. With a batch size of 48, there are approximately two evaluations per epoch.

Each training process starts with a different random seed. Thereby, not only does the random initialization of the weights of the final prediction layer vary among the models, but also the random data split for the early stopping is chosen differently. As the loss function, we use cross-entropy:
entropy loss weighted by the class distribution. The learning rate is set to $5 \cdot 10^{-5}$ but uses a warmup phase as it is standard for fine-tuning BERT models. We use a linear learning rate warmup for the first 30% of the training up to the rate of $5 \cdot 10^{-5}$. Afterward, the rate linearly decays until the end of the training (ten epochs max). Deviations from this general configuration for different runs of our approach are described in Section 4.

3.4. Ensembling Strategy
The motivation for our ensembling approach is the instability of the classification performance across different fine-tuning runs of the same model. For example, Devlin et al. report\(^6\) that the accuracy on small datasets, such as the Microsoft Research Paraphrase Corpus (MRPC) with 3,600 samples varies between 84% and 88%. This variance occurs when fine-tuning even the exact same pre-trained model. The recommended approach is to restart the fine-tuning multiple times. When fine-tuning BERT models on the shared task dataset, we are confronted with the same varying classification performance. Slight changes to the training data and model hyperparameters, such as the random seed, cause the fine-tuned models to achieve very different results on the hold-out test dataset. These models only differ in the model weights in the final dense layer (the prediction head) when the training starts. In summary, the BERT models that are fine-tuned on the small shared task dataset are unstable and have a high variance.

Our ensembling strategy is a variance reduction technique: bootstrap aggregation (bagging). We train up to 25 BERT models of the same kind on slightly different subsets of the data. A soft majority voting combines the predictions of these models:

$$\hat{y} = \arg \max_j \sum_{i=1}^n p_{i,j}$$

where $p_{i,j}$ is the probability for class label $j$ predicted by the $i$-th classifier (out of $n$ classifiers). It sums up the probability mass assigned per class label and chooses the label with the highest probability as the ensemble’s prediction. In other words, it chooses the class label that is most likely predicted. In contrast to that, a hard majority voting would choose the label that is most often predicted.

4. Evaluation

We evaluate our approach for both shared tasks on the test dataset and report the best model configurations. Two additional experiments study how the ensembling affects classification performance. The first experiment shows how many models should be ensembled to achieve the best performance. The second experiment is an ablation study to find out whether the random data splits or the random weight initialization cause the ensemble’s superior performance compared to single models.

4.1. Shared Task Performance

The shared task uses the weighted F1-score for the evaluation. As a consequence, the score for the majority class is more important than for the other classes. Table 3 lists the performance that our approach achieved on the test dataset. In five out of six tasks, our approach outperforms all other shared task participants (15 teams). The only exception is the English-language version of task B. We believe the inferior results of our model for this task are caused by using a case-sensitive BERT model. For all other tasks, we used case-agnostic BERT models, which outperform the case-sensitive ones.

The largest gap to the second-best submission is at the English-language version of task A. Our approach achieves a 4.4 percentage points better F1-Score than the second-best approach.

Table 4 lists the model configurations that achieved the best results on the test dataset. Note that the number of submissions for the test dataset was limited to three per task and language. Therefore, we can evaluate only a small set of different configurations. This limitation is also the reason why we can only assume that a case-agnostic BERT model would achieve a higher F1-score for the English version of task B than the case-sensitive model that we used for our submission. We did not submit the predictions of such a case-sensitive model due to the limited number of allowed submissions.

4.2. Optimizing the Number of BERT Models

With the following experiment, we study how many models should be included in the ensemble to achieve the highest weighted F1-score at the shared task. To this end, we fine-tune 100 BERT models that only differ in the initial random seed. All these models have the same architecture and the same hyperparameters, such as batch size or learning rate. However, the varying seed determines the randomly initialized weights for the final dense layer of the model (the prediction head), the order in which the training samples are processed, their distribution among the training batches, and finally, the 90% training and 10% percent validation split.

For each number from 1 to 50, which we call ensemble size, we select subsets of the 50 fine-tuned models of that size. For example, to build an ensemble of 50 models out of 100 trained models, there are $\binom{100}{50} \approx 10^{20}$ possible combinations. As we cannot evaluate that many combinations, we randomly sample 1 000 combinations per ensemble size. The ensemble’s predictions are generated with soft majority voting. Each ensemble is then evaluated on the exact same hold-out test dataset.

The top line in Figure 3 (random dataset split, random weight initialization) shows the weighted F1-scores that are achieved on average across the 1 000 combinations per ensemble size. The score increases for ensembles of up to 10 to 15 models, after which the advantage of adding even more models diminishes. The performance of a single model is, on average, about four percentage points worse than the best ensemble. We could not use the official test dataset for our experiment. Therefore, we use the official validation dataset for the evaluation and 90% of the official training dataset for training. 10% of the training dataset are used for the early stopping mechanism. The model seems to underfit because this mechanism halts the training too.

---

\(^6\)https://github.com/google-research/bert/blob/master/README.md
Table 3: Weighted F1-score (in percent) on the test dataset. Our approach outperforms the best submission by other teams in five out of six subtasks.

<table>
<thead>
<tr>
<th></th>
<th>English</th>
<th>Hindi</th>
<th>Bangla</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task A</td>
<td>Task B</td>
<td>Task A</td>
</tr>
<tr>
<td>Our Submission</td>
<td>80.29</td>
<td>85.14</td>
<td>81.28</td>
</tr>
<tr>
<td>Best Other Submission</td>
<td>75.92</td>
<td>87.16</td>
<td>79.44</td>
</tr>
</tbody>
</table>

Table 4: Configurations of our best-performing submissions on the test dataset.

<table>
<thead>
<tr>
<th></th>
<th>English</th>
<th>Hindi</th>
<th>Bangla</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task A</td>
<td>Task B</td>
<td>Task A</td>
</tr>
<tr>
<td>Language of models</td>
<td>English</td>
<td>English</td>
<td>multilingual</td>
</tr>
<tr>
<td>Number of models</td>
<td>20</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>Letter casing</td>
<td>uncased</td>
<td>cased</td>
<td>uncased</td>
</tr>
<tr>
<td>Sequence length</td>
<td>220</td>
<td>220</td>
<td>200</td>
</tr>
<tr>
<td>Cross entropy loss</td>
<td>weighted</td>
<td>weighted</td>
<td>non-weighted</td>
</tr>
<tr>
<td>Hold-out data</td>
<td>10%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>Patience</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

4.3. Ablation Study

This experiment studies whether training on slightly different subsets of data or differently initializing weights in the final prediction layer (prediction head) causes the ensemble’s strong performance. Our hypothesis is that the reason is the weight initialization. To test this hypothesis, we compare four different variations of our approach. Figure 3 shows the weighted F1-scores for all four variations per ensemble size.

First, we vary not only the random seeds for the weight initialization but also the training and validation split. As a consequence, the training data of the models differ slightly. Second, we vary the random seeds for the weight initialization while using the exact same training and validation split. For this variation, all models are trained on the exact same training data. Third, we use the same weight initialization for all models but vary the random splits of training and validation data. Fourth, we keep both the weight initialization and data splits fixed across all models. In the fourth variation, all trained models are identical, and thus, ensembling does not improve the performance. The test set is the exact same in all four variations.

The plot in Figure 3 confirms our hypothesis. The strong performance of our ensembles is mainly caused by using varying weight initializations for the individual models. The varying training and validation dataset splits have a smaller effect.

5. Discussion

Figure 4, Figure 5, and Figure 6 show normalized confusion matrices for task A on the test datasets. For task A on the English test dataset, the most frequent (with regard to relative numbers) misclassification is predicting CAG instead of OAG (28% of all posts labeled as OAG). On the Hindi dataset, NAG is more frequently misclassified as CAG (23% of all posts labeled as NAG). On the Bangla dataset, CAG is most often misclassified as NAG (31% of all posts labeled as CAG). For all three languages, NAG and CAG are often mixed up, and the same holds for CAG and OAG. This result is not to our surprise as NAG is more similar to CAG than to OAG and OAG is more similar to CAG than to NAG. A non-aggressive post is easier to distinguish from an overtly aggressive post than from a covertly aggressive one.

A weakness of our approach is the vocabulary of the BERT models. First, the meaning of emojis is ignored, and they are tokenized as unknown symbols, although they frequently occur in the dataset. For example, 😊 is the most frequent emoji in the English training dataset (488 occurrences).
We assume that the model’s performance could be improved by replacing each emoji with its text representation from the Unicode standard, such as face with tears of joy or thumbs up. Moreover, the Hindi and Bangla datasets contain non-Latin characters. The pre-trained multilingual BERT that we use for our submission discards all these characters. However, there is another BERT model that overcomes this issue. It is called multilingual cased and is trained on non-normalized text (no lower casing, accent stripping, or Unicode normalization). This model is tailored to datasets with non-Latin characters, and we assume it would perform better than our current approach for the Hindi and Bangla datasets. Last but not least, note that the class distribution of the Hindi test dataset for both tasks is much different compared to the training and validation datasets. Presumably, the reason for that is that the test dataset was sampled from a different social media platform than the training and validation datasets. More details can be found in the dataset description paper (Bhattacharya et al., 2020).

6. Conclusions and Future Work

When fine-tuning complex neural networks, such as BERT, one issue on small datasets is the instability of the classification performance. From one random weight initialization to the next or with slight changes to the training data, the performance can vary significantly, and training needs to be restarted many times to select a well-performing model. To overcome the issue of instability, we use bootstrap aggregating (bagging) as a variance reduction technique and combine the predictions of multiple BERT models in an ensemble. Our approach outperforms all other participating teams at five out of six tasks. In our experiments, we further show that the classification performance of an ensemble increases for up to 15 BERT models. Adding more models does not improve the ensemble. The ensemble approach outperforms a single BERT model by approximately two percentage points on average. One direction for future work is to evaluate ensembles of BERT and its successors, such as generalized autoregressive pre-training for language understanding (XLNet) (Yang et al., 2019).

7. Bibliographical References


Scmhl5 at TRAC-2 Shared Task on Aggression Identification: Bert Based Ensemble Learning Approach

Han Liu, Pete Burnap, Wafa Alorainy, Matthew L. Williams
Cardiff University, Cardiff, United Kingdom
{liuh48, burnapp, alorainyws, williamsm7}@cardiff.ac.uk

Abstract
This paper presents a system developed during our participation (team name: scmhl5) in the TRAC-2 Shared Task on aggression identification. In particular, we participated in English Sub-task A on three-class classification (‘Overtly Aggressive’, ‘Covertly Aggressive’ and ‘Non-aggressive’) and English Sub-task B on binary classification for Misogynistic Aggression (‘gendered’ or ‘non-gendered’). For both sub-tasks, our method involves using the pre-trained Bert model for extracting the text of each instance into a 768-dimensional vector of embeddings, and then training an ensemble of classifiers on the embedding features. Our method obtained accuracy of 0.703 and weighted F-measure of 0.664 for Sub-task A, whereas for Sub-task B the accuracy was 0.869 and weighted F-measure was 0.851. In terms of the rankings, the weighted F-measure obtained using our method for Sub-task A is ranked in the 10th out of 16 teams, whereas for Sub-task B the weighted F-measure is ranked in the 8th out of 15 teams.

Keywords: Bert, Ensemble Learning, Aggression Identification, Word Embedding

1. Introduction

In the era of social networks, we have witnessed an increase in people misusing the platforms for propagating messages that are offensive and/or aggressive. Therefore, it has been a priority research topic for people to develop tools for automatic detection of offensive language (Burnap and Williams, 2015; Burnap and Williams, 2016). Due to the rapid growth of data relating to online social interactions, machine learning approaches have been increasingly popular for natural language processing in social media analysis, such as word embedding through neural network based learning approaches. In this paper, we describe a system based on Bert embedding and ensemble learning, for participating in a shared task on aggression identification (Kumar et al., 2020) in the Second Workshop on Trolling, Aggression and Cyberbullying. In particular, we entered two sub-tasks (A and B) of the above-mentioned shared task, where one is about a three-class classification task for identifying that a text message is ‘Overtly Aggressive’ (OAG), ‘Covertly Aggressive’ (CAG) or ‘Non-aggressive’ (NAG), whereas the other one is about a binary classification task for identifying that a message is ‘gendered’ (GEN) or ‘non-gendered’ (NEGN). We obtained accuracy of 0.703 and weighted F-measure of 0.664 for Sub-task A, whereas for Sub-task B the accuracy and weighted F-measure were 0.869 and 0.851, respectively. Moreover, the weighted F-measure obtained using our method for Sub-task A is ranked in the 10th out of 16 teams, where the weighted F-measure ranked in the first place is 0.803. For Sub-task B, the weighted F-measure obtained using our method is ranked in the 8th out of 15 teams, where the weighted F-measure ranked in the first place is 0.872.

The rest of this paper is organized as follows: Section 2 provides a review of recently published works on identification of aggressive languages. In Section 3, we describe the shared task dataset in detail and present the method that we adopted for developing our system for aggression identification. In Section 4, we report the results obtained on both the validation data and the test data. In Section 5, the conclusion of this paper is drawn and some further directions are suggested towards advancing the effectiveness of aggression identification.

2. Related Work

Since the spread of online offensive and/or aggressive language could lead to disruptive anti-social outcomes, it has become critical in many countries to consider the posting of such language as a legal issue (Banks, 2010) and to take actions against the propagation of aggression, cyberbullying and hate speech (Banks, 2011). In the context of machine learning based identification of offensive and/or aggressive language, traditional approaches of feature extraction from text include Bag-of-Words (BOW) (Kwok and Wang, 2013; Liu et al., 2019a), N-grams (NG) in word level (Perez and Luque, 2019; Liu and Forss, 2014; Watanabe et al., 2018), NG in character level (Gambäck and Säikäri, 2017; Perez and Luque, 2019), typed dependencies (Burnap and Williams, 2016), part-of-speech tags (Davidson et al., 2017), dictionary based approaches (Tulkens et al., 2016) and other lexicons (Burnap and Williams, 2016; Alorainy et al., 2019). Some traditional learning approaches used for training classifiers include Support Vector Machine (SVM) (Burnap and Williams, 2016; Indurthi et al., 2019; Perez and Luque, 2019; Orasan, 2018), Naïve Bayes (NB) (Kwok and Wang, 2013; Liu et al., 2019a), Decision Trees (DT) (Watanabe et al., 2018; Liu et al., 2019a), Logistic Regression (LR) (Xiang et al., 2012; Waseem and Hovy, 2016), decision tree ensembles such as Random Forest (RF) (Burnap and Williams, 2015; Orasan, 2018) and Gradient Boosted Trees (Badjatiya et al., 2017), ensembles based on SVM (Malmasi and Zampieri, 2018) and fuzzy approaches (Liu et al., 2019a; Liu et al., 2019b).

Moreover, some challenges in terms of discriminating hate speech from profanity have been highlighted in (Malmasi and Zampieri, 2018) for justifying the necessity of extracting deeper features instead of superficial ones (e.g., BOW
and NG). From this perspective, embedding learning approaches have recently become the state of the art for automatic extraction of semantic features, e.g. Word2Vec (Nobata et al., 2016), Glove (Zhang et al., 2018; Badjatiya et al., 2017; Kshirsagar et al., 2018; Orasan, 2018), FastText (Pratiwi et al., 2018; Herwanto et al., 2019; Galery et al., 2018). There are also some end-to-end learning approaches of Deep Neural Networks (DNN) (Nina-Alcocer, 2019; Yuan et al., 2016; Ribeiro and Silva, 2019), e.g. Convolutional Neural Networks (CNN) (Gambäck and Sikdar, 2017; Park and Fung, 2017; Roy et al., 2018; Huang et al., 2018), Long-Short Term Memory (LSTM) (Badjatiya et al., 2017; Pitsilis et al., 2018; Nikhil et al., 2018; Kumar et al., 2018) and Gated Recurrent Unit (GRU) (Zhang et al., 2018; Galery et al., 2018) or combination of different DNN architectures in an ensemble setting (Madisetti and Desarkar, 2018), which are adopted for enhancement of feature representation and classification, based on word embeddings produced by Word2Vec, Glove or FastText. However, embedding approaches such as Word2Vec cannot achieve contextualized representation of words, i.e. the same word used in different contexts is represented in the same numeric vector using the above-mentioned approaches, which could affect the classification performance due to the lack of contextual information from the features. In order to achieve effectively contextualized representation of features, some more advanced embedding approaches including ELMo (Bojkovsky and Pikuliak, 2019) and Bert (Mozafari et al., 2019; Nikolov and Radivchev, 2019) have recently been developed showing the state of the art performance for offensive and/or aggressive language identification and other similar tasks of natural language processing. There are also applications of Bert in the setting of ensemble learning, e.g. an ensemble of Bert models has been applied to an offensive language identification shared task (Risch et al., 2019).

3. Methodology and Data

In this section, we will provide details of the data set provided for the shared task and present the procedure of our method in detail.

3.1. Dataset

The dataset (Bhattacharya et al., 2020) provided for the shared task contains 6529 text instances in total, which involves a training set of 4263 instances, a validation set of 1206 instances and a test set of 1200 instances. The characteristics of the data set are shown in Table 1.

Table 1: Class Frequency on Training, Validation and Test Sets

<table>
<thead>
<tr>
<th>Task</th>
<th>Class</th>
<th>Training Set</th>
<th>Validation Set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-task EN-A</td>
<td>NAG</td>
<td>3375</td>
<td>117</td>
<td>936</td>
</tr>
<tr>
<td></td>
<td>CAG</td>
<td>453</td>
<td>117</td>
<td>936</td>
</tr>
<tr>
<td></td>
<td>OAG</td>
<td>435</td>
<td>117</td>
<td>936</td>
</tr>
<tr>
<td>Sub-task EN-B</td>
<td>NGEN</td>
<td>3954</td>
<td>993</td>
<td>1025</td>
</tr>
<tr>
<td></td>
<td>GEN</td>
<td>309</td>
<td>73</td>
<td>175</td>
</tr>
</tbody>
</table>

For Sub-task A, the frequency distribution among the three classes ‘NAG’, ‘CAG’ and ‘OAG’ in the training set is 3375:453:435, whereas the distributions in the validation and test sets are 836:117:113 and 690:224:286, respectively. The above details indicate that the training set has a class frequency distribution very similar to the one in the validation set but the validation set and the test set show considerably different distributions, which may lead to the case that the performance obtained on the validation set is different from the one obtained on the test set.

For Sub-task B, the frequency distribution between the two classes ‘NGEN’ and ‘GEN’ is 3954:309, whereas the distributions in the validation and test sets are 993:73 and 1025:175, respectively. Similar to the characteristic found for Sub-task A, the above details for Sub-task B indicate again a considerable difference on the class frequency distribution between the validation set and the test set, while the training set and the validation set show very similar distributions. The above characteristic may also result in the case that the performance obtained on the validation set is different from the one obtained on the test set.

3.2. Method

The method used for Sub-task A on aggression identification involves two main steps, namely, extraction of embedding features and ensemble learning for classification. Before the two main steps, the text for each instance is pre-processed by removing hashtags, mentions and URLs, converting all words to their lower cases and transforming all emojis to their text descriptions.

In the feature extraction step, each text instance is transformed into a 768-dimensional vector by using the pre-trained Bert embedding model (Devlin et al., 2018). In particular, we used the base uncased model of Bert, which consists of 12 layers alongside 768 units per layer. In this setting, each token (word) is transformed into a 768-dimensional vector, so an instance that involves m tokens would be represented in the form of a $m \times 768$ matrix ($m$ vectors). On this basis, the 768-dimensional feature vector of each instance is obtained by averaging the above-mentioned $m$ word vectors.

In the classification step, the classifier is trained in the setting of ensemble learning. In particular, the creation of an ensemble through our designed approach involves four levels, namely, feature sub-sampling, class imbalance handling, multi-class handling and training of base classifiers. The whole framework of ensemble setting is illustrated in Fig. 1.

Figure 1: Framework of Ensemble Setting

In the top level for feature sub-sampling, the aim is to encourage the creation of diversity among base classifiers,
which is achieved by adopting the random subspace (RS) method (Ho, 1998) to draw \( n \) subsets of the original feature set, such that \( n \) different classifiers are trained on the \( n \) feature subsets.

In the second level for class imbalance handling, a cost-sensitive learning method is adopted to enable the classifier trained on each feature subset (drawn in the top level) to be cost-sensitive, no matter which one of the supervised learning algorithms is adopted for training classifiers.

In the third level for multi-class handling, the aim is to transform the 3-class classification problem for a 2-class learning algorithm, i.e. some algorithms cannot directly perform multi-class learning, so a specific strategy of multi-class handling needs to be involved to enable that 2-class learning algorithms can work. Some popular strategies include ‘one-against-all’, ‘one-against-one’, ‘random error correction code’ and ‘exhaustive error correction code’.

In the fourth level for training of base classifiers, a supervised learning algorithm needs to be adopted, where the Stochastic Gradient Descent algorithm is chosen in our setting for training \( n \) linear classifiers on the \( n \) feature subsets produced by the RS method. The final classification is made by fusing the outputs of \( n \) linear classifiers through majority voting.

The method used for Sub-task B on identification of misogynistic aggression is almost the same as the one adopted for Sub-task A, but the only difference is that the third level for multi-class handling is dropped, due to the fact that Sub-task B involves a binary classification problem.

Therefore, the method used for Sub-task B involves three levels, namely, feature sub-sampling, class imbalance handling and training of base classifiers.

## 4. Results

In this section, we describe the experimental setup and discuss the results obtained in the development and testing stages.

### 4.1. Development Stage

In the development stage, we conducted experiments by using the pre-trained Bert embedding model and various learning algorithms, namely, Support vector machine (SVM), Naive Bayes (NB), Stochastic Gradient Descent (SGD) and a fuzzy rule learning approach (Fuzzy) (Huehn and Huellermeier, 2009), due to their relatively low computational complexity and the suitability of this kind of traditional learning algorithms for processing small data (Liu et al., 2019a). In particular, the results shown in Tables 2 and 3 were obtained by using the validation set for evaluating the performance of classifiers produced by various algorithms and determining which algorithm is used to train the base classifiers in the setting of random subspace based ensemble learning.

Before feature extraction, all the instances were pre-processed by removing hashtags, mentions and URLs and converting all words to their text descriptions by using the emoji-java library\(^1\).

In the feature extraction stage, each text instance was transformed into a 768-dimensional feature vector using the pre-trained base uncased model of Bert, which is based on the Java library of easy-bert\(^2\). The above decision is based on the considerations that a base Bert model requires less memory than a large Bert model and all words in the text for each instance have been converted to lower cases in the pre-processing stage leading to the unnecessity of using a cased Bert model.

In the classification stage, we used the implementations of various algorithms from the Weka library (Hall et al., 2009). In terms of hyper-parameter settings, SVM was set to normalize the training data and train a non-linear classifier using the polynomial kernel and the sequential minimal optimization algorithm (SMO) (Platt, 1998), where the complexity parameter \( C \) is set to 1.0 and the batch size is set to 100. The fuzzy rule learning approach was set to involve 2 runs of rule optimization and using 1/3 of the training data for rule pruning, where the product T-norm was used to compute the degree to which an instance is covered by a fuzzy rule and the rule stretching method (Hu and Huellermeier, 2009) is adopted to classify any instances that are not covered by any fuzzy rules. SGD was set to train a linear classifier using the Hinge loss with the learning rate (lr) of 0.01 through 500 epochs, where the batch size was set to 100 and the regularization constant is set to 0.0001. Moreover, all of the algorithms (SVM, NB, Fuzzy and SGD) were adopted for training classifiers in a cost sensitive setting, i.e. the trained classifiers are made cost-sensitive by assigning higher cost to the case of misclassifying instances of the minority class. In addition, due to the case that SGD is essentially a two-class learning algorithm, the three-class classification problem was transformed to suit classifiers trained by SGD through using the ‘random error correction code’ method.

### Table 2: Results on Validation Data for Sub-task EN-A

<table>
<thead>
<tr>
<th>Method</th>
<th>F1(OAG)</th>
<th>F1(CAG)</th>
<th>F1(OOG)</th>
<th>F1(Weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.890</td>
<td>0.016</td>
<td>0.337</td>
<td>0.735</td>
<td>0.796</td>
</tr>
<tr>
<td>NB</td>
<td>0.557</td>
<td>0.261</td>
<td>0.084</td>
<td>0.475</td>
<td>0.414</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>0.868</td>
<td>0.126</td>
<td>0.228</td>
<td>0.719</td>
<td>0.757</td>
</tr>
<tr>
<td>SGD</td>
<td>0.886</td>
<td>0.017</td>
<td>0.367</td>
<td>0.736</td>
<td>0.796</td>
</tr>
<tr>
<td>RS</td>
<td>0.891</td>
<td>0.101</td>
<td>0.269</td>
<td>0.738</td>
<td>0.794</td>
</tr>
</tbody>
</table>

For Sub-task A, the results obtained on the validation set are shown in Table 2, which indicates that SGD and SVM perform considerably better than NB and the fuzzy approach. Although SVM and SGD show almost the same performance in terms of weighted F-measure, SGD outperforms SVM for the minority class ‘OAG’. Moreover, SGD is capable of training updateable classifiers in the setting of incremental learning, i.e., previously trained classifiers can be updated by learning incrementally from instances newly added into the training set. This is an essential advantage of SGD in comparison with SVM (based on SMO) that cannot effectively achieve incremental learning. Therefore, we chose to adopt the SGD algorithm for training and optimizing base classifiers in the setting of ensemble learning, in order to achieve a more effective way of advancing the perf-

---

1. https://github.com/udarmond/emoji-java

2. https://github.com/robrua/easy-bert
formance further using a new/updated data set without the need to retrain each base classifier.

The ensemble is created following the procedure shown in Fig. 1. In particular, the RS method is adopted to draw 10 feature subsets, where the size of each subspace is set to 0.5, so there are totally 10 base classifiers trained on the 10 feature subsets. The hyper-parameter settings of SGD are exactly the same as the ones described above about training a single classifier. The results shown in Table 2 indicate that the creation of an ensemble in the above settings leads to a marginal improvement of the performance in comparison with the production of a single classifier by SGD.

For Sub-task B, we followed the same procedure for text pre-processing, feature extraction and classification. For training of the classifiers, we adopted the same set of algorithms (with the same settings of hyper-parameters) for evaluating performance on the validation set. The results shown in Table 3 indicate again the phenomenon that SGD and SVM perform considerably better than NB and the fuzzy approach. Although SGD performs marginally worse than SVM in terms of weighted F-measure, SGD outperforms SVM for the minority class ‘GEN’. As mentioned earlier in this section, SGD is capable of updating previously trained classifiers by learning incrementally from instances newly added into the training set, so we chose to adopt the SGD algorithm again for training and optimizing base classifiers in the setting of ensemble learning.

Table 3: Results on Validation Data for Sub-task EN-B

<table>
<thead>
<tr>
<th>Method</th>
<th>F1(NGEN)</th>
<th>F1(GEN)</th>
<th>F1(Weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.961</td>
<td>0.712</td>
<td>0.912</td>
<td>0.936</td>
</tr>
<tr>
<td>NB</td>
<td>0.566</td>
<td>0.152</td>
<td>0.538</td>
<td>0.426</td>
</tr>
<tr>
<td>Fuzzy</td>
<td>0.96</td>
<td>0.146</td>
<td>0.904</td>
<td>0.923</td>
</tr>
<tr>
<td>SGD</td>
<td>0.959</td>
<td>0.265</td>
<td>0.911</td>
<td>0.922</td>
</tr>
<tr>
<td>RS</td>
<td>0.965</td>
<td>0.417</td>
<td>0.928</td>
<td>0.934</td>
</tr>
</tbody>
</table>

Following the same ensemble settings adopted for Sub-task A, an ensemble of SGD classifiers is built with a cost-sensitive setting for Sub-task B, but the step for multi-class handling is dropped, given that Sub-task B is a binary classification task. The results shown in Table 3 indicate that the creation of an ensemble leads to an improvement of the performance on weighted F-measure and the score for the minority class, in comparison with the production of a single classifier by using any one of the standard learning algorithms.

4.2. Testing Stage

Based on the results shown in Tables 2 and 3 for the two sub-tasks, we merged the training and validation sets for augmenting the sample size for creating an ensemble of classifiers in the above-described setting (based on Bert, RS and SGD). The results obtained on the test set for the two sub-tasks are shown in Table 4.

It can be seen from Table 4 that the performance obtained on the test set gets considerably lower (by about 7%) in comparison with the one obtained on the validation set for both Sub-tasks A and B, which is likely due to the difference on the data distribution between the two sets of instances, i.e. the weight of the majority class gets lower on the test set, in comparison with the weight on the validation set, for both Sub-tasks.

For Sub-task A, comparing the results shown in Table 2 and Table 4, we can see that the weighted F1-score gets lower on the test set, which seems to be due mainly to the case that the F1-score for the majority class ‘NAG’ gets lower. Moreover, the F1-scores for the other two classes ‘CAG’ and ‘OAG’ get much higher on the test set. Given that the class frequency distribution among the three classes ‘NAG’, ‘CAG’ and ‘OAG’ is 836:117:113 on the validation set and is 690:224:286 on the test set, it seems that the performance difference is likely to result from the difference on the data distribution.

For Sub-task B, comparing the results shown in Table 3 and Table 4, we can see again that the weighted F1-score gets lower on the test set, which seems to be due mainly to the case that the F1-score for the majority class ‘NGEN’ gets lower. Moreover, for the minority class ‘GEN’, the F1-score obtained on the test set is almost the same as the score obtained on the validation set. Given that the frequency distribution between the two classes ‘NGEN’ and ‘GEN’ is 993:73 on the validation set and is 1025:175 on the test set, it seems that the change in the data distribution does not really impact on the performance for the minority class ‘GEN’ but shows a considerable impact on the performance for the majority class ‘NGEN’.

Table 4: Performance on Test Data

<table>
<thead>
<tr>
<th>Task</th>
<th>Class</th>
<th>F1(Class)</th>
<th>F1(Weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-task EN-A</td>
<td>NAG</td>
<td>0.8152</td>
<td>0.6637</td>
<td>0.7025</td>
</tr>
<tr>
<td></td>
<td>CAG</td>
<td>0.3106</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OAG</td>
<td>0.5746</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub-task EN-B</td>
<td>NGEN</td>
<td>0.8264</td>
<td>0.8514</td>
<td>0.8692</td>
</tr>
<tr>
<td></td>
<td>GEN</td>
<td>0.1420</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Sub-task EN-A, scmhl5 CodaLab 571565 (An ensemble of SGD classifiers trained on embedding features prepared by Bert and RS)

More detailed results obtained on the test set for the two sub-tasks are shown in Figs. 2 and 3 in the form of con-
further experiment by selecting a subset of the test set that has the same class frequency distribution as the validation set, in order to investigate whether the performance obtained on the test subset can be more similar to the one obtained on the validation set after making the class frequency distribution consistent between the two data sets.
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Abstract
In this paper, we describe UniOr_ExpSys team participation in TRAC-2 (Trolling, Aggression and Cyberbullying) shared task, a workshop organized as part of LREC 2020. TRAC-2 shared task is organized in two sub-tasks: Aggression Identification (a 3-way classification between “Overly Aggressive”, “Covertly Aggressive” and “Non-aggressive” text data) and Misogynistic Aggression Identification (a binary classifier for classifying the texts as “gendered” or “non-gendered”). Our approach is based on linguistic rules, stylistic features extraction through stylometric analysis and Sequential Minimal Optimization algorithm in building the two classifiers.

Keywords: Computational Stylometry, Aggression Identification, Social Media

1. Introduction
The spread of offensive and hate speech on social media is one of the issues that mostly concerns the scientific community. The number of hate and offensive posts and comments on social media is growing day by day and the measures adopted by social media managers are often not enough. Most of the time, haters' accounts are simply temporarily blocked, and no other effective measures to combat the phenomenon are taken. In this paper, we describe our participation in TRAC-2 (Ritesh Kumar and Zampieri, 2020) workshop shared task and the results we achieved. TRAC-2 workshop shared task (now in its second edition), focuses on trolling, aggression and cyberbullying detection in a given corpus built ad hoc by the task organizers and is organized in two sub-tasks: Aggression Identification task and Misogynistic Aggression Identification task. TRAC-2 workshop shared task includes texts in three different languages: Bangla, Hindi and English for both sub-tasks. The participants are allowed to compete for the tasks and the languages they prefer. Considering the importance of linguistic knowledge in our approach, we decided to participate only in the two English sub-tasks (since we don’t have linguistic knowledge in Bangla and Hindi). The method we use for text data classification, indeed, is based on a hybrid approach of Computational Stylometry, Machine Learning and Linguistic Rules. This research has been carried out in the context of two innovative industrial PhD projects in cooperation between the “L'Orientale” University of Naples and Expert System Corp. (a semantic intelligence company that creates artificial intelligence, cognitive computing and semantic technology software). That’s the reason why we chose the name “UniOr_ExpSys” for our team. The paper is organized as follows: in Section 2 we show Related work in Hate and Offensive speech detection. Section 3 focuses on methodology and data. Results are in Section 4 and Conclusions are in Section 5.

2. Related work
Over the last few years, hate speech (HS) and offensive speech (OS) detection, has generated interest in scholars (for a survey, see (Schmidt and Wiegand, 2017) and (Fortuna and Nunes, 2018)). The advent of social media represents the main cause of the HS and OS spread. Social networks are an extremely efficient means of communication, but, unfortunately, not everyone makes proper use of them. Increasing vulgarity in online conversations has emerged as a relevant issue in society as well as in science (Ramakrishnan et al., 2019). The difference between HS and OS is subtle but significant and can be summarized as: HS is deemed to be harmful on the basis of defined protected attributes such as race, disability, sexuality and so on. In other words, HS is the intention to denigrate “a person or persons on the basis of (alleged) membership in a social group identified by attributes such as race, ethnicity, gender, sexual orientation, religion, age, physical or mental disability, and others” (Britannica, 2015); instead, OS can be described as a speech that “Causes someone to feel hurt, angry, or upset: rude or insulting”¹.

Research on detecting HS presence in social media has been carried out by (Malmasi and Zampieri, 2017). The scholars investigated the dataset built by (Davidson et al., 2017), composed of 14,509 English tweets annotated by three annotators into one of the following three classes: HATE (tweets containing HS), OFFENSIVE (tweets containing OS) and OK (non-offensive tweets). (Malmasi and Zampieri, 2017) used a linear Support Vector Machine to perform multi-class classification and achieved the best performance of 0.78 of text correctly classified with character 4-grams feature. A very ambitious project is Contro l’odio (literally Against hate), a web platform for monitoring and contrasting discrimination and HS against immigrants in Italy (Capozzi et al., 2019). The classifier they built is trained with the Italian Hate Speech Corpus (IHSC) (Sanguinetti et al., 2018), a collection of about 6,000 HS tweets. Contro l’odio project extends the research outcomes that emerged from the Italian Hate Map project (Musto et al., 2016), combining computational linguistics methods that

¹https://www.merriam-webster.com/dictionary/offend
allow users to access a huge amount of information through interactive maps. (De Smedt et al., 2018) proposed a report on multilingual cross-domain (Extremism, Jihadism, Sexism and Racism) perspectives on online HS detection to identify common features of HS across domains. The scholars exploited different techniques (sentiment analysis, text classification, keyword extraction, and collocation extraction) and argued that it is hard to come up with a linguistic definition of HS, because there is no standardized “list of bad words”, and if there is, then perpetrators are very creative in coining new offensive terminology.

Cyberbullying is also part of HS and OS, especially if we consider that social media represent real breeding grounds in which new and increasingly sophisticated forms of cyberbullying are being developed. The detection and classification of textual cyberbullying on social media has been well investigated in (Dinakar et al., 2011), (Xu et al., 2012), (Dadvar et al., 2013), and (Burnap and Williams, 2015). With the aim of monitoring the presence of cyberbullying in online texts, CREEP’s project (Menini et al., 2019) main goal is to support supervising persons (e.g., educators) at identifying potential cases of cyberbullying. Stylistic features extraction in cyberbullying texts has been also investigated in (Pascucci et al., 2019) with a focus on features that belong to ten different cyberbullying categories characterized by text. Interesting research has been carried out by (Sprungnoli et al., 2018), who built a corpus of WhatsApp chats through a role-play by three classes of students aged 12 and 13 made of 14,600 tokens. In their corpus, the scholars distinguish four cyberbullying roles (Harasser, Victim, Bystander-defender, Bystander-assistant) and different classes of insults or discrimination, such as Body Shame, Sexism, Racism and Sexual Harassment. Their data have been annotated by two annotators and 1,203 cyberbullying expressions have been identified, corresponding to almost 6,000 tokens (41.1% of the whole corpus). Italian scientific community pays a great deal of attention to HS and OS detection shared task, and a few linguistic resources (Sanguinetti et al., 2018), (Poletto et al., 2017), and (Del Vigna et al., 2017) have been developed regarding HS Facebook and Twitter comments in Italian. The following is a short and certainly not exhaustive list that includes HS and OS shared tasks organized in the last few years:

- **HaSpeeDe** (Bosco et al., 2018), a shared task on HS detection, based on two datasets from two different online social platforms differently featured from the linguistic and communicative point of view. The shared task has been organized in the context of EVALITA 2018 (a periodic evaluation campaign of natural language processing and speech tools for the Italian language);

- **Gerneval** (Wiegand et al., 2018), classification of German tweets from Twitter. It included a coarse-grained binary classification task and a fine-grained multiclass classification task;

- **AMI** (Fersini et al., 2018), a shared task on automatic misogyny identification divided in two subtasks: Sub-task A on misogyny identification and Subtask B about misogynistic behaviour categorization and target classification. AMI shared task has been organized in the context of EVALITA 2018;

- **Hateval** (Basile et al., 2019), a shared task on multilingual detection of HS against immigrants and women in twitter organized as part of SemEval 2019. The shared task involved a total of 74 participants to detect HS in the dataset and to distinguish if the incitement was against an individual rather than a group;

- **Offenseval** (Zampieri et al., 2019b), also organized in the context of SemEval 2019, focuses on identifying and categorizing OS in social media. The task was based on a dataset (OLID - Offensive Language Identification Dataset) (Zampieri et al., 2019a) built ad hoc for this occasion. Offenseval was organized in three sub-tasks: in sub-task A, the goal was to discriminate between offensive and non-offensive posts. In sub-task B, the focus was on the type of offensive content in the post, and in sub-task C, systems had to detect the target of the offensive posts. The 2020 Offenseval edition will be held as part of COLING 2020.

- **TRAC-1** (Kumar et al., 2018a), the first workshop on trolling, aggression and cyberbullying. TRAC-1 shared task (Kumar et al., 2018b) has been organized as part of COLING 2018 conference. TRAC-1 included a shared task on Aggression Identification (Kumar et al., 2018a). The task was to develop a classifier that could make a 3-way classification between Overtly Aggressive (OAG), Covertly Aggressive (CAG), or Non-Aggressive (NAG) text data in Hindi and English. It involved 130 teams, but only 30 of these submitted their systems. Besides, only 20 teams decided to submit their system description paper. TRAC-1 shared task organizers provided two test sets for Hindi and English: the first one was composed of 916 English Facebook comments and 970 Hindi Facebook comments. Additionally, 1,257 English tweets and 1,194 Hindi tweets have been provided as the surprise test set. The three best performing teams in English language in TRAC-1 shared task are: vista.ue (Raiyani et al., 2018), Julian (Risch and Krestel, 2018), and saroyehun (Aroyehun and Gembukh, 2018). In Table 1 the three systems performances are reported in terms of F1-weighted.

<table>
<thead>
<tr>
<th>saroyehun</th>
<th>Julian</th>
<th>vista.ue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook Test set</td>
<td>0.642</td>
<td>0.601</td>
</tr>
<tr>
<td>Surprise Test set</td>
<td>0.592</td>
<td>0.599</td>
</tr>
</tbody>
</table>

Table 1: Performances achieved by the three TRAC-1 best teams on the TRAC-1 Facebook test set and the Surprise test set for English language

TRAC-2 takes its cue from TRAC-1 workshop.

3. Methodology and Data

In this section, we describe our approach to text classification and TRAC-2 shared task data.
3.1. Methodology

Our approach to text analysis and features extraction is a hybrid approach of Computational Stylometry (CS), Machine Learning (ML) and Linguistic Rules (LR).

CS can be described as a set of techniques that allow scholars to find out information about the authors of texts through an automatic linguistic analysis of texts. One of the main assumptions in CS is that each author operates choices which are influenced by sociological (age, gender and education level) and psychological (personality, mental health and being a native speaker or not) factors (Daelemans, 2013) which determine a unique writing style. With this in mind, it is natural that stylistic features play a fundamental role in detecting author’s traits. Considering that stylistic features detected over the years by the scholars are at least one hundred, we summarize in a short list some main stylistic features studied in literature: sentence length (Argamon et al., 2003), vocabulary richness (De Vel et al., 2001), word length distributions (Zheng et al., 2006), punctuation (Baanen et al., 1996), use of a specific class of verbs or adjectives, use of first/third person, n-grams, readability index (Lucisano and Piemontese, 1988), use of metaphors. Concerning ML, it is known that there are so many definitions, but the most exhaustive and concise is: ML is the computer ability to learn from data and consists in making predictions on unknown data on the basis of parameters identified during the training process.

Lastly, the LR writing process is carried out thanks to COGITO©, Expert System’s semantic intelligence software, by which it is possible to write rules to process the texts and extract all the characteristics. An important aspect of the software is that it allows to perform word-sense disambiguation, that is crucial in text analysis, exploiting the power of its semantic network. Our standard approach to text analysis consists of the following steps:

- **Linguistic Definition of Stylometric Features**: since each author operates grammatical choices when writing a text, we organize all the grammatical characteristics of the texts under study in a taxonomy to detect the authorial fingerprint based on the grammatical choices done. This first step is carried out thanks to COGITO©, that allows us to write LR;

- **Semantic Engine Development**: we train the semantic engine to extract the features from the analyzed texts. The semantic engine is implemented thanks to COGITO©'s semantic network (Sensigrafo) - that can operate word-sense disambiguation - with the addition of the rules we built;

- **Training Set Analysis**: the training set is analysed and all features (based on the grammatical choices done by the writer) are extracted;

- **ML**: In the last step, we exploit the features extracted to train the model to detect these features in the dataset. ML process is carried out exploiting WEKA platform (Hall et al., 2009) (a software with machine learning tools and algorithms for data analysis) thanks to which it is possible to build a classifier with the support of one of the algorithms available.

3.2. Task description and Data

TRAC-2 workshop shared task (now in its second edition), focuses on trolling, aggression and cyberbullying detection in a given corpus build ad hoc by the task organizers and is organized in two sub-tasks:

- **Sub-task-A**: Aggression Identification task, for which participant have to build a 3-way classifier to detect if the texts are (OAG), (CAG), or (NAG);

- **Sub-task-B**: Misogynistic Aggression Identification task, for which participants have to build a binary classifier for classifying texts as Gendered (GEN) or Non-Gendered (NGEN).

As we reported, TRAC-2 shared task included also a second SubTask (Misogynistic Aggression Identification), as opposed to TRAC-1, which included only the Aggression Identification SubTask. TRAC-2 shared task includes texts in three different languages: Bangla, Hindi and English (as opposed to TRAC-1, which didn’t include Bangla) for both sub-tasks (Bhattacharya et al., 2020). The participants are allowed to compete for the tasks and the languages they prefer. As we mentioned in Section 3.1, building ad hoc LR and exploiting our semantic network plays a crucial role in our approach, so considering that we have no linguistic knowledge in Bangla and Hindi, we decided to take part only in the two English sub-tasks.

3.2.1. Evaluation Metric

The systems submitted to TRAC-2 shared task have been evaluated on the basis of weighted macro-averaged F-scores. It means that the individual F-score of each class has been weighted by the proportion of the concerned class in the test set. The final F-score represents the average of these individual F-scores of each class.

3.2.2. Preprocessing

As usual in social media text data analysing, we cleaned the texts before analysing them. We removed @ symbol (it means that we also removed all mentions), we also removed hashtags (#), URLs and emojis.

3.2.3. Training set and Dev set analysis

TRAC-2 English shared task training set is composed of 4,217 text data labelled both for SubTask A and for SubTask B. Besides this, a Dev set composed of 1,064 text data even those labelled for both SubTasks was also delivered. In order to detect the best performing algorithm between Random Forest (RF) (Liaw et al., 2002), Simple Logistic (SL) (Peng et al., 2002), and Sequential Minimal Optimization (SMO) (Platt, 1998), we built three different classifiers. Firstly, we train the three different model with the Training set for both SubTasks and we tested it on the Dev set. The results are shown in Table 2 (SubTask A) and Table 3 (SubTask B).

3.2.4. Cross-validation

Cross-validation is a method used to test the performance of a model. The 10-folds cross-validation phase also confirmed that SMO classifier performances were better than those of the classifiers trained with the other two algorithms
Table 2: Evaluation on SubTask A Dev set using SubTask A Training set as training, where all performances reported should be read as weighted.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.537</td>
<td>0.495</td>
<td>0.498</td>
</tr>
<tr>
<td>SL</td>
<td>0.472</td>
<td>0.449</td>
<td>0.454</td>
</tr>
<tr>
<td>SMO</td>
<td>0.546</td>
<td>0.528</td>
<td>0.530</td>
</tr>
</tbody>
</table>

Table 3: Evaluation on SubTask B Dev set using SubTask A Training set as training, where all performances reported should be read as weighted.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.659</td>
<td>0.618</td>
<td>0.616</td>
</tr>
<tr>
<td>SL</td>
<td>0.630</td>
<td>0.595</td>
<td>0.594</td>
</tr>
<tr>
<td>SMO</td>
<td>0.663</td>
<td>0.630</td>
<td>0.630</td>
</tr>
</tbody>
</table>

Table 4: 10-folds Cross-validation on SubTask A Training set, where all performances reported should be read as weighted.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.510</td>
<td>0.508</td>
<td>0.501</td>
</tr>
<tr>
<td>SL</td>
<td>0.503</td>
<td>0.505</td>
<td>0.496</td>
</tr>
<tr>
<td>SMO</td>
<td>0.569</td>
<td>0.523</td>
<td>0.527</td>
</tr>
</tbody>
</table>

Table 5: 10-folds Cross-validation on SubTask B Training set, where all performances reported should be read as weighted.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.595</td>
<td>0.592</td>
<td>0.589</td>
</tr>
<tr>
<td>SL</td>
<td>0.645</td>
<td>0.644</td>
<td>0.642</td>
</tr>
<tr>
<td>SMO</td>
<td>0.642</td>
<td>0.642</td>
<td>0.642</td>
</tr>
</tbody>
</table>

4. Results

In this section, we show the results achieved by UniOr_ExpSys in both SubTasks. In the following few lines, we describe our hybrid approach of CS, ML and LR. Thanks to COGITO© we are able to build ad hoc linguistic rules to recognize stylistic features in texts. After this process, we train a semantic engine to extract the aforementioned features. The semantic engine is implemented thanks to the semantic network with the addition of the rules we built. Then, the training set is analysed and all features are extracted. In the last step, we exploit the features extracted to train the model to detect these features in the dataset. For the ML process, we exploit the WEKA platform and we built a classifier with the support of the SMO Algorithm. Please note that our system is trained with TRAC-2 training set and TRAC - 1 dataset with regard to SubTask A and only with TRAC-2 training set with regard to SubTask B. The results achieved in TRAC-2 SubTask A (Aggression Identification task) and TRAC-2 SubTask B (Misogynistic Aggression Identification task) are shown in Table 6 and Table 7 respectively.

Table 6: Results for Sub-task EN-A.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-LR-SMO</td>
<td>0.6291</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 7: Results for Sub-task EN-B.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-LR-SMO</td>
<td>0.6733</td>
<td>0.6183</td>
</tr>
</tbody>
</table>

4.1. Error analysis

It is important to highlight that our approach pays close attention to linguistic and stylistic aspects. Each feature is extracted thanks to the linguistic analysis of texts. In several instances, it has not been possible to extract stylistic features characterizing that specific category of texts (especially because texts were too short). Another fundamental aspect required by our approach is represented by balanced data, both in the training set and in the test set. Balanced data would have allowed a better training phase, with positive effects also on the classifier performances. Nevertheless, we are happy about the results we achieved in TRAC-2 participation and we thank the task organizers for the exciting competition in which we participated. In the future, exploring deep learning techniques for classifying these kinds of test data is certainly necessary.

Figure 1 and Figure 2 show the confusion matrices of both SubTasks classifiers. As we can see in the SubTask A confusion matrix (Figure 1), CAG class text data are well classified, with the only exception of 15 instances incorrectly classified. The class that achieved the worst performance is NAG, which includes Non-Aggressive texts, but 156 have been classified as CAG. With regard to SubTask B confusion matrix (Figure 2), GEN text data are quite well classified, while there is a big issue with NGEN: slightly more than
half text data have been correctly classified, and this has undermined the performance of our binary classifier.

5. Conclusions

In this paper, we have shown the results achieved during the participation at TRAC-2 shared task workshop, organized as part of LREC 2020. The shared task is organized in two SubTasks: Aggression Identification task, for which participant have to build a 3-way classifier to detect if the texts are i) Overtly Aggressive (OAG), ii) Covertly Aggressive (CAG), or iii) Non-Aggressive (NAG) and Sub-task-B: Misogynistic Aggression Identification task, for which participants have to build a binary classifier for classifying texts as i) Gendered (GEN) or ii) Non-Gendered (NGEN). We use a hybrid approach based on CS, ML and LR, which focuses on stylistic features extraction to identify the features that characterize texts belonging to the different categories. With regard to Aggression Identification task we achieved 0.629072 of F1-weighted, and with regard to Misogynistic Aggression Identification task we achieved 0.673321.
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Abstract

This paper presents the results of the classifiers that the team ‘abarua’ developed for the shared tasks in aggression identification and misogynistic aggression identification. These two shared tasks were held as part of the second workshop on Trolling, Aggression and Cyberbullying (TRAC). Both the subtasks were held for English, Hindi and Bangla language. In our study, we used English BERT (En-BERT), RoBERTa, DistilRoBERTa, and SVM based classifiers for the English language. For Hindi and Bangla language, multilingual BERT (M-BERT), XLM-RoBERTa and SVM classifiers were used. Our best performing models are EN-BERT for English Subtask A (Weighted F1 score of 0.73, Rank 5/16), SVM for English Subtask B (Weighted F1 score of 0.87, Rank 2/15), SVM for Hindi Subtask A (Weighted F1 score of 0.79, Rank 2/10), XLMRoBERTa for Hindi Subtask B (Weighted F1 score of 0.87, Rank 2/10), SVM for Bangla Subtask A (Weighted F1 score of 0.81, Rank 2/10), and SVM for Bangla Subtask B (Weighted F1 score of 0.93, Rank 4/8). It is seen that the superior performance of the SVM classifier was achieved mainly because of its better prediction of the majority class. BERT based classifiers were found to predict the minority classes better.

Keywords: Aggression Identification, Offensive Language, Multilingual, BERT, SVM, RoBERTa

1. Introduction

Partisan antipathy in politics is on the rise. All over the world, societies are getting more and more politically polarized (Thomas Carothers, 2019). It is partly fuelled by the echo chamber and filter bubble effect of social media. Anger is fast becoming a tool to lure voters. As the world gets polarized, the popularity and convenience of the social media platforms are turning them to a modern-day battlefield. This has led to an increase in aggressive content in social media. Some of the world leaders are also using social media as a platform for displaying their aggressiveness. An example of this is the following tweet addressed to North Korean leader Kim Jong-un by U.S. President Donald Trump, “Will someone from his depleted and food starved regime please inform him that I too have a Nuclear Button, but it is a much bigger & more powerful one than his, and my Button works!”

Social media sites are grappling to remove aggressive content from their sites both to promote healthy discussions and also to comply with legal laws. However, the scale involved makes manual moderation a difficult task. The need of the hour is automated methods for detecting aggressive content. The second workshop on Trolling, Aggression, and Cyberbullying (TRAC-2) (Kumar et al., 2020) is an attempt to promote research in automated detection of aggression in text. This workshop had two shared tasks titled “Aggression Identification” (Subtask A) and “Misogynistic Aggression Identification” (Subtask B). Aggression identification is a 3-way classification problem where it is required to determine if a given comment is overtly, covertly or not aggressive. Misogynistic aggression is a binary classification problem where it is required to determine if the comment is gender-based or not. Both the subtasks were held for English, Hindi, and Bangla language.

We participated in both the subtasks for all the three languages. The classifiers we used in this study include En-BERT, M-BERT, RoBERTa, DistilRoBERTa, and XLM-RoBERTa. A summary of the results is as follows:

2. Related Work

Apart from automatic detection of aggression in text, considerable research has been performed for detection of offensive language, abusive language, hate speech, cyberbullying, profanity, and insults. Fortuna and Nunes (2018) provides definitions of the terms mentioned above, provides statistics of research performed for the detection of hate speech, lists the features, classification methods, and challenges in automated hate speech detection. Schmidt and Wiegand (2017) too discusses the different classification methods, features and the challenges involved in the detection of hate speech. Davidson et al. (2017) mentions that not all offensive language is hate speech. Their classifier was able to reduce the number of offensive tweets misclassified as hate speech to 5%. Malmasi and Zampieri (2017) worked on differentiating hate speech from profanity by using an SVM classifier trained on features such as character n-grams (2 to 8), word n-grams (1 to 3), and word skip-grams. Malmasi and Zampieri (2018) extended the above work to include Brown cluster features, ensemble classifiers and meta-classifiers in addition to single classifiers. Zampieri et al. (2019a) introduces a new dataset called Offensive Language Identification Dataset (OLID) where the data has been categorized as offensive or not, targeted or untargeted, and targets individual, group or other. SVM, BiLSTM and CNN classifiers were used in this study to predict the type and target of offensive posts. Zampieri et al. (2019b) summarizes the results from the shared task on
identification and categorization of offensive language held as part of Semantic Evaluation 2019. The best performing system in subtask A of OffensEval 2019 used a BERT based model (Liu et al., 2019b) and obtained a macro F1 score of 0.8286. Zhu et al. (2019) also used a BERT based model and obtained the 3rd rank in subtask A of OffensEval 2019 with a macro F1 score of 0.8136.

The results of the TRAC-1 has been summarized in Kumar et al. (2018). As can be seen, both deep learning (LSTM, BiLSTM, CNN) and traditional machine learning classifiers (SVM, Logistic Regression, Random Forest, Naive Bayes) were used in this shared task. Similarly, the HASOC\(^1\) (Mandl et al., 2019) workshop organized at FIRE2019 was also aimed at stimulating research the aforementioned areas in Hindi, English and German languages respectively. They note that the most widely used approach was LSTMs coupled with word embeddings. In this workshop, the participants used a wide variety of models such as BERT, SVM, CNN, LSTM with Attention, etc.

### 3. Data

The dataset for subtask A has been labelled as either overtly aggressive (OAG), covertly aggressive (CAG) or not aggressive (NAG). The dataset for subtask B has been labelled as gendered (GEN) or non-gendered (NGEN). The dataset is further described in Bhattacharya et al. (2020).

Table 1 shows the statistics of the dataset used for the two shared tasks. As can be seen, the dataset is imbalanced with NAG (for subtask A) and NGEN (for subtask B) occurring more frequently in all the three languages. The NGEN category occurred as high as 93.15% in the English development dataset. This, however, is a true reflection of the proportion of aggressive and non-aggressive comments in real life as has been mentioned in Gao et al. (2017). The only exception is the Hindi test dataset. In this dataset, OAG is the most frequently occurring class for subtask A and this dataset is almost balanced for subtask B.

As can be seen, the comments were also of varied length (in terms of the number of words). The longest comment of 1390 words occurred in the English test dataset. However, as can be seen from the table, the majority of the comments were of length less than 50 words.

### 4. Methodology

#### 4.1. Preprocessing

In our work, before performing tokenization, the text was converted to lower case. This conversion to lower-case was performed through the BERT tokenizer and the TFIDF vectorizer. As mentioned in section 3, except for English and Hindi test set, more than 93% of the comments were of length less than 50 tokens. Hence, for En-BERT and M-BERT, the maximum sequence length of 50 was used. Comments of length beyond 50 tokens were truncated. In the RoBERTa models, the long sentences were split into multiple samples\(^3\).

#### 4.2. Classifiers

##### 4.2.1. English BERT (En-BERT)

English BERT (Devlin et al., 2019) is a bi-directional model based on the transformer architecture. The transformer architecture is an architecture based solely on attention mechanism (Vaswani et al., 2017). The transformer architecture overcomes the inherent sequential nature of Recurrent Neural Networks (RNN) and hence they are more conducive for parallelization.

In our study, we used the uncased large version of En-BERT\(^2\). This version has 24 layers and 16 attention heads. This

---

\(^1\)https://hasocfire.github.io/hasoc/2019/

\(^2\)https://github.com/google-research/bert

---

<table>
<thead>
<tr>
<th>Language</th>
<th>Type</th>
<th>Total</th>
<th>NAG (%)</th>
<th>CAG (%)</th>
<th>OAG (%)</th>
<th>NGEN (%)</th>
<th>GEN (%)</th>
<th>Max Length</th>
<th>Length below 50 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Train</td>
<td>4263</td>
<td>(79.17%)</td>
<td>435 (10.20%)</td>
<td>3954 (92.75%)</td>
<td>309 (7.25%)</td>
<td>806</td>
<td>93.31%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>1066</td>
<td>(78.42%)</td>
<td>113 (10.60%)</td>
<td>993 (93.15%)</td>
<td>73 (6.85%)</td>
<td>457</td>
<td>93.34%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>1200</td>
<td>(57.50%)</td>
<td>286 (23.83%)</td>
<td>1025 (85.42%)</td>
<td>175 (14.58%)</td>
<td>1390</td>
<td>77.41%</td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>Train</td>
<td>3984</td>
<td>(56.35%)</td>
<td>829 (20.81%)</td>
<td>3323 (83.41%)</td>
<td>661 (16.59%)</td>
<td>557</td>
<td>95.41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>997</td>
<td>(57.97%)</td>
<td>211 (21.16%)</td>
<td>845 (84.75%)</td>
<td>152 (15.26%)</td>
<td>669</td>
<td>89.92%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>1200</td>
<td>(27.08%)</td>
<td>208 (20.86%)</td>
<td>633 (52.75%)</td>
<td>567 (47.25%)</td>
<td>690</td>
<td>98.64%</td>
<td></td>
</tr>
<tr>
<td>Bangla</td>
<td>Train</td>
<td>3826</td>
<td>(54.31%)</td>
<td>898 (23.47%)</td>
<td>3114 (81.39%)</td>
<td>712 (18.61%)</td>
<td>154</td>
<td>98.64%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>957</td>
<td>(54.55%)</td>
<td>218 (22.78%)</td>
<td>766 (80.04%)</td>
<td>191 (19.96%)</td>
<td>182</td>
<td>98.64%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>1188</td>
<td>(59.93%)</td>
<td>225 (18.94%)</td>
<td>986 (83.00%)</td>
<td>202 (17.00%)</td>
<td>113</td>
<td>99.24%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Dataset Statistics

---
model generates 1024 dimensional vector for each word. We used 1024 dimensional vector of the Extract layer as the representation of the comment. Our classification layer consisted of a single Dense layer. For subtask A, the dense layer consisted of 3 units and the softmax activation function was used. The loss function used was sparse categorical crossentropy. For subtask B, the dense layer consisted of 1 unit and the sigmoid activation function was used. The loss function used was binary crossentropy. The Adam optimizer with a learning rate of 2e-5 was used for training the model. The model was trained for 15 epochs. Early stopping with patience of 5 was used for both the subtasks. Sparse categorical accuracy was monitored for early stopping.

4.2.2. Multilingual BERT (M-BERT)
Multilingual BERT is BERT trained for multilingual tasks. It was trained on monolingual Wikipedia articles of 104 different languages. It is intended to enable M-BERT fine-tuned in one language to make predictions for another language. In our study, we used the M-BERT model having 12 layers and 12 heads. This model generates 768 dimensional vector for each word. We used the 768 dimensional vector of the Extract layer as the representation of the comment. Just like for the English language subtasks, a single Dense layer was used as the classification model. The hyperparameters used for training the model is the same as mentioned for the English language.

Algorithm 1 Naive Checkpoint Ensemble

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A \leftarrow \text{True labels} )</td>
</tr>
<tr>
<td>2</td>
<td>( P \leftarrow \text{Model predictions at each epoch} )</td>
</tr>
<tr>
<td>3</td>
<td>( N \leftarrow \text{Num samples, } C \leftarrow \text{Num classes} )</td>
</tr>
<tr>
<td>4</td>
<td>( \text{reverse} \leftarrow \text{boolean} )</td>
</tr>
<tr>
<td>5</td>
<td>function ENSEMBLE((P, A, N, C, \text{reverse}))</td>
</tr>
<tr>
<td>6</td>
<td>( \text{models} \leftarrow { }, \text{val} \leftarrow 0 )</td>
</tr>
<tr>
<td>7</td>
<td>( Z[N][C] \leftarrow \text{Zero Matrix} )</td>
</tr>
<tr>
<td>8</td>
<td>( \epsilon \leftarrow \text{len}(P) )  (\triangleright \text{Num Epochs} )</td>
</tr>
<tr>
<td>9</td>
<td>if reverse then</td>
</tr>
<tr>
<td>10</td>
<td>( \text{range} \leftarrow \epsilon \text{ to } 0 )</td>
</tr>
<tr>
<td>11</td>
<td>else</td>
</tr>
<tr>
<td>12</td>
<td>( \text{range} \leftarrow 0 \text{ to } \epsilon )</td>
</tr>
<tr>
<td>13</td>
<td>end if</td>
</tr>
<tr>
<td>14</td>
<td>for ( (e \leftarrow \text{range}) ) do</td>
</tr>
<tr>
<td>15</td>
<td>( \text{temp} \leftarrow Z )</td>
</tr>
<tr>
<td>16</td>
<td>( \text{temp} \leftarrow \text{temp} + P[e] )</td>
</tr>
<tr>
<td>17</td>
<td>if ( \text{metric}(A, \text{temp}) \geq \text{val} ) then</td>
</tr>
<tr>
<td>18</td>
<td>( Z \leftarrow Z + P )</td>
</tr>
<tr>
<td>19</td>
<td>( \text{models} \leftarrow \text{models} \cup e )</td>
</tr>
<tr>
<td>20</td>
<td>( \text{val} \leftarrow \text{metric}(A, \text{temp}) )</td>
</tr>
<tr>
<td>21</td>
<td>else</td>
</tr>
<tr>
<td>22</td>
<td>continue</td>
</tr>
<tr>
<td>23</td>
<td>end if</td>
</tr>
<tr>
<td>24</td>
<td>end for</td>
</tr>
<tr>
<td>25</td>
<td>return models, val</td>
</tr>
<tr>
<td>26</td>
<td>end function</td>
</tr>
</tbody>
</table>

4.2.3. RoBERTa and DistilRoBERTa
RoBERTa (Liu et al., 2019c) improves upon BERT by adding a few modifications to the original model such as training on a larger dataset, dynamically masking out tokens compared to the original static masking, etc. DistilRoBERTa (Sanh et al., 2019) is a compressed version of the same which trains faster and preserves up to 95% of the performance of the original. For both of these models, we make use of the pre-trained base versions made available by the HuggingFace Transformers library (Wolf et al., 2019). We make use of the RoBERTa model for English Task A and DistilRoBERTa for English Task B. We use an attention layer (Zhou et al., 2016) on top of the embeddings of the underlying pre-trained model. However, instead of the tanh activation function used in the original work, we used penalized - tanh which is demonstrated to work better for NLP tasks (Eger et al., 2019) combined with a cross-entropy loss function. We also do not apply softmax on the output of the classifying layer as done in the original work and instead use argmax directly on the final layer outputs to make the prediction. We make use of the Ranger Optimizer which is a combination of RAdam (Liu et al., 2019a) wrapped with Lookahead (Zhang et al., 2019) to train the model. The entire model is fine-tuned with a tiny learning rate of 1e-4 for both of the English classification tasks. For task A and task B, lookahead’s \((k, \alpha)\) is set to \((5, 0.5)\) and \((6, 0.5)\) with a weight decay of \(1e - 5\) respectively. The models were set to run for 20 epochs with early stopping patience of 4. We made use of a naive checkpoint ensembling method (Chen et al., 2017) where we save the model weights and dev-set predictions (i.e. the final layer output) at each epoch. The method is given in Algorithm 1. The method is called once with reverse set to True and once with False. The ensemble model which maximize our chosen metric (weighted-f1) value is chosen. If the ensemble does not improve the metric, we simply choose the best model found during training. Once we have chosen the model, we use Algorithm 2 to make the final prediction on the test set. This Algorithm 2 simply describes adding the weights of the final classifying layer of the model and using argmax along each row to get the prediction. Naive ensembling increases the weighted f1 on the dev–set on English task A from 0.8070 to 0.8124. We did not use it for English task B as it degraded the performance.

4.2.4. XLM-RoBERTa
XLM-RoBERTa (Conneau et al., 2019) is a cross-lingual model that aims to tackle the curse-of-multilinguality problem of cross-lingual models. It is inspired by (Liu et al., 2019c) and is trained on up-to 100 languages and outperforms M-BERT in multiple cross-lingual benchmarks.
Similar to Section 4.2.3, we use3 the base version coupled with an attention head classifier, the same optimizer, epochs, and early stopping. Lookahead’s \((k, \alpha)\) is set to \((6, 0.5)\) with weight-decay of \(1e - 5\). Batch-size is set to \((22, 24)\) for Bangla tasks (A, B) and 32 for both Hindi tasks. This model is used in the sub-tasks of the Hindi and Bangla languages. For the Hindi models, we use the naive checkpoint ensembling method described in Section 4.2.3. This increased the weighted f1 from 0.7146 to 0.7160 for Hindi task A and from 0.8908 to 0.8969 for Hindi task B. Naive ensembling did not yield any performance boosts in Bangla tasks.

4.2.5. SVM

We also used the Support Vector Machine (SVM) model for both the subtasks in all the 3 languages. The SVM model was trained using TF-IDF features of word and character n-grams. Word n-grams of size 1 to 3 and character n-grams of size 1 to 6 were used. The linear kernel was used for the classifier and hyperparameter C was set to 1.0.

5. Results

As has been mentioned in section 4, the classifiers we used include En-BERT, RoBERTa, DistilRoBERTa and SVM for the subtasks in the English language, and M-BERT, XLM-RoBERTa and SVM for the subtasks in Hindi and Bangla language.

Table 2 and 3 show the results we obtained on the development and test set respectively. Both the table shows the precision, recall, macro f1, weighted f1, and accuracy. Weighted F1 score is the metric that has officially been used to rank the submissions. As can be seen from table 2, the best performing classifiers on the development set were RoBERTa for English subtask A, En-BERT for English subtask B, XLM-RoBERTa for Hindi subtask A, Bangla subtask A, and Bangla subtask B, and M-BERT for Hindi subtask B.

As can be seen from table 3, the SVM classifier which was not the best on the development set, actually performed well on the test set for English subtask B (ranked 2nd), Hindi subtask A (ranked 2nd), Bangla subtask A (ranked 2nd), and Bangla subtask B (ranked 4th). The other best-performing classifiers are En-BERT for English subtask A (ranked 5th), and XLM-RoBERTa for Hindi subtask B (ranked 2nd). The results of M-BERT for Hindi subtask A are not shown as an error was made for this run (binary classification was performed instead of performing 3-class classification).

It can also be seen from table 3 that for subtask B, the best performance of all the classifiers (SVM, BERT-based, and RoBERTa-based) was obtained for the Bangla language. For subtask B, the SVM classifier had the weighted F1 score of 0.87, 0.84 and 0.92, the RoBERTa-based classifiers had a score of 0.86, 0.87 and 0.92, and the BERT-based classifiers had a score of 0.85, 0.84 and 0.92 for English, Hindi and Bangla language respectively. Even for subtask A, the classifiers obtained better score for the Bangla language (except for RoBERTa-based classifier which obtained a slightly better score for Hindi language as compared to Bangla language).

The confusion matrices of the classifiers on the test set are shown in table 4 to 9. As can be seen from table 4, the strength of En-BERT which was our best performing classifier for English subtask A, was that it predicted the minority classes better than the other two classifiers. In fact, it was the worst in predicting the majority NAG class. But because of its correct predictions for the minority classes, it was our best performing classifier for this subtask. RoBERTa too predicted the OAG class better than SVM. However, RoBERTa did not perform well in predicting the CAG class. Detecting covertly aggressive comments is very difficult and En-BERT performed better than the other two classifiers in predicting this class.

As can be seen from table 7, SVM which was our best performing classifier for English subtask B, predicted the majority class better than the other two classifiers. SVM, however, was the worst in predicting the minority class. En-BERT again was the best in predicting the minority class. En-BERT also had the best recall score for this subtask.

As mentioned in section 3, for Hindi subtask A, OAG was the majority class. XLM-RoBERTa performed better than SVM in predicting the majority class. However, SVM performed better in predicting the CAG and NAG class and hence was the best performing classifier in this subtask. For Hindi subtask B, the dataset was quite balanced, and in this dataset, XLM-RoBERTa performed the best.

For Bangla subtask A, SVM performed the best in predicting the majority NAG class as well as the CAG class. As such, it was the best performing classifier in this subtask. For Bangla subtask B, SVM again performed better in predicting the majority class. In this subtask, M-BERT and XLM-RoBERTa performed better than SVM in predicting the minority class. The best performing classifier for this subtask was SVM.

6. Error Analysis

On analysis of the predictions made by our classifiers on the development set, we found that our classifiers were not able to handle intentional or unintentional orthographic variations of toxic words and spelling mistakes. For example, both the SVM and En-BERT classifiers wrongly classified the comment “Fueck your music” as not aggressive. This comment has been labelled by the annotators as overtly aggressive. However, after changing the toxic word ‘Fueck’ to ‘Fuck’, both the classifiers were able to make the correct prediction for the comment. Similarly, both the classifiers were not able to handle the spelling mistake for the word ‘prostitute’ in the comment ‘So sad she is a professional prostitut’. The comment was wrongly classified as not gendered. After correcting the spelling mistake, both the classifiers were able to classify the comment correctly.

Annotators have labelled comments such as ’Im homosexual and really proud of it’ and ’I, Gay’ where the user is attributing homosexuality to oneself as not gendered. However, our SVM wrongly classifies these comments as gendered based on the presence of the words homosexual and gay. So, the SVM classifier has not been able to detect the

---

3Code for this particular model available at https://github.com/cozek/trac2020_submission
Table 2: Dev Set Results

<table>
<thead>
<tr>
<th>Task</th>
<th>System</th>
<th>Precision (Macro)</th>
<th>Recall (Macro)</th>
<th>F1 (Macro)</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>English A</td>
<td>SVM</td>
<td>0.6415</td>
<td>0.4807</td>
<td>0.5170</td>
<td>0.7729</td>
<td>0.8105</td>
<td></td>
</tr>
<tr>
<td>English A</td>
<td>RoBERTa</td>
<td>0.6418</td>
<td>0.5883</td>
<td>0.6106</td>
<td>0.8070</td>
<td>0.8148</td>
<td></td>
</tr>
<tr>
<td>English A</td>
<td>En-BERT</td>
<td>0.5866</td>
<td>0.5884</td>
<td>0.5871</td>
<td>0.7878</td>
<td>0.7858</td>
<td></td>
</tr>
<tr>
<td>English B</td>
<td>SVM</td>
<td>0.6060</td>
<td>0.6056</td>
<td>0.6490</td>
<td>0.9244</td>
<td>0.9390</td>
<td></td>
</tr>
<tr>
<td>English B</td>
<td>DistilRoBERTa</td>
<td>0.7201</td>
<td>0.6866</td>
<td>0.7016</td>
<td>0.9260</td>
<td>0.9289</td>
<td></td>
</tr>
<tr>
<td>English B</td>
<td>En-BERT</td>
<td>0.8274</td>
<td>0.6962</td>
<td>0.7423</td>
<td>0.9400</td>
<td>0.9467</td>
<td></td>
</tr>
<tr>
<td>Hindi A</td>
<td>SVM</td>
<td>0.6682</td>
<td>0.6249</td>
<td>0.6409</td>
<td>0.7074</td>
<td>0.7192</td>
<td></td>
</tr>
<tr>
<td>Hindi A</td>
<td>XLM-RoBERTa</td>
<td>0.6602</td>
<td>0.6376</td>
<td>0.6472</td>
<td>0.7146</td>
<td>0.7207</td>
<td></td>
</tr>
<tr>
<td>Hindi A</td>
<td>M-BERT</td>
<td>0.6147</td>
<td>0.6167</td>
<td>0.6151</td>
<td>0.6846</td>
<td>0.6871</td>
<td></td>
</tr>
<tr>
<td>Hindi B</td>
<td>SVM</td>
<td>0.8415</td>
<td>0.6906</td>
<td>0.7346</td>
<td>0.8765</td>
<td>0.8917</td>
<td></td>
</tr>
<tr>
<td>Hindi B</td>
<td>XLM-RoBERTa</td>
<td>0.8125</td>
<td>0.7565</td>
<td>0.7801</td>
<td>0.8908</td>
<td>0.8959</td>
<td></td>
</tr>
<tr>
<td>Hindi B</td>
<td>M-BERT</td>
<td>0.7977</td>
<td>0.7781</td>
<td>0.7874</td>
<td>0.8919</td>
<td>0.8937</td>
<td></td>
</tr>
<tr>
<td>Bangla A</td>
<td>SVM</td>
<td>0.7096</td>
<td>0.6557</td>
<td>0.6747</td>
<td>0.7197</td>
<td>0.7304</td>
<td></td>
</tr>
<tr>
<td>Bangla A</td>
<td>XLM-RoBERTa</td>
<td>0.7203</td>
<td>0.7121</td>
<td>0.7137</td>
<td>0.7539</td>
<td>0.7513</td>
<td></td>
</tr>
<tr>
<td>Bangla A</td>
<td>M-BERT</td>
<td>0.6805</td>
<td>0.6891</td>
<td>0.6844</td>
<td>0.7279</td>
<td>0.7252</td>
<td></td>
</tr>
<tr>
<td>Bangla B</td>
<td>SVM</td>
<td>0.8792</td>
<td>0.7396</td>
<td>0.7826</td>
<td>0.8723</td>
<td>0.8851</td>
<td></td>
</tr>
<tr>
<td>Bangla B</td>
<td>XLM-RoBERTa</td>
<td>0.8580</td>
<td>0.8319</td>
<td>0.8439</td>
<td>0.9020</td>
<td>0.9039</td>
<td></td>
</tr>
<tr>
<td>Bangla B</td>
<td>M-BERT</td>
<td>0.8585</td>
<td>0.7998</td>
<td>0.8242</td>
<td>0.8920</td>
<td>0.8966</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Official Results on Test Set

<table>
<thead>
<tr>
<th>Task</th>
<th>System</th>
<th>Precision (Macro)</th>
<th>Recall (Macro)</th>
<th>F1 (Macro)</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>English A</td>
<td>SVM</td>
<td>0.7923</td>
<td>0.6077</td>
<td>0.6489</td>
<td>0.7173</td>
<td>0.7450</td>
<td></td>
</tr>
<tr>
<td>English A</td>
<td>RoBERTa</td>
<td>0.6722</td>
<td>0.5921</td>
<td>0.6130</td>
<td>0.6986</td>
<td>0.7233</td>
<td></td>
</tr>
<tr>
<td>English A</td>
<td>En-BERT</td>
<td>0.6880</td>
<td>0.6415</td>
<td>0.6501</td>
<td>0.7289</td>
<td>0.7350</td>
<td>5th</td>
</tr>
<tr>
<td>English B</td>
<td>SVM</td>
<td>0.7980</td>
<td>0.6744</td>
<td>0.7121</td>
<td>0.8701</td>
<td>0.8850</td>
<td>2nd</td>
</tr>
<tr>
<td>English B</td>
<td>DistilRoBERTa</td>
<td>0.7277</td>
<td>0.7101</td>
<td>0.7183</td>
<td>0.8623</td>
<td>0.8650</td>
<td></td>
</tr>
<tr>
<td>English B</td>
<td>En-BERT</td>
<td>0.6980</td>
<td>0.7226</td>
<td>0.7089</td>
<td>0.8503</td>
<td>0.8458</td>
<td></td>
</tr>
<tr>
<td>Hindi A</td>
<td>SVM</td>
<td>0.7252</td>
<td>0.7592</td>
<td>0.7363</td>
<td>0.7944</td>
<td>0.7867</td>
<td>2nd</td>
</tr>
<tr>
<td>Hindi A</td>
<td>XLM-RoBERTa</td>
<td>0.7129</td>
<td>0.7269</td>
<td>0.7188</td>
<td>0.7927</td>
<td>0.7892</td>
<td></td>
</tr>
<tr>
<td>Hindi B</td>
<td>SVM</td>
<td>0.8597</td>
<td>0.8373</td>
<td>0.8395</td>
<td>0.8408</td>
<td>0.8433</td>
<td></td>
</tr>
<tr>
<td>Hindi B</td>
<td>XLM-RoBERTa</td>
<td>0.8704</td>
<td>0.8673</td>
<td>0.8683</td>
<td>0.8689</td>
<td>0.8692</td>
<td>2nd</td>
</tr>
<tr>
<td>Hindi B</td>
<td>M-BERT</td>
<td>0.8395</td>
<td>0.8363</td>
<td>0.8372</td>
<td>0.8379</td>
<td>0.8383</td>
<td></td>
</tr>
<tr>
<td>Bangla A</td>
<td>SVM</td>
<td>0.8385</td>
<td>0.7171</td>
<td>0.7586</td>
<td>0.8083</td>
<td>0.8199</td>
<td>2nd</td>
</tr>
<tr>
<td>Bangla A</td>
<td>XLM-RoBERTa</td>
<td>0.7434</td>
<td>0.7136</td>
<td>0.7264</td>
<td>0.7880</td>
<td>0.7938</td>
<td></td>
</tr>
<tr>
<td>Bangla A</td>
<td>M-BERT</td>
<td>0.7265</td>
<td>0.6945</td>
<td>0.7074</td>
<td>0.7740</td>
<td>0.7820</td>
<td></td>
</tr>
<tr>
<td>Bangla B</td>
<td>SVM</td>
<td>0.9299</td>
<td>0.8167</td>
<td>0.8600</td>
<td>0.9258</td>
<td>0.9310</td>
<td>4th</td>
</tr>
<tr>
<td>Bangla B</td>
<td>XLM-RoBERTa</td>
<td>0.8431</td>
<td>0.8617</td>
<td>0.8519</td>
<td>0.9153</td>
<td>0.9141</td>
<td></td>
</tr>
<tr>
<td>Bangla B</td>
<td>M-BERT</td>
<td>0.8619</td>
<td>0.8648</td>
<td>0.8633</td>
<td>0.9227</td>
<td>0.9226</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Confusion Matrix on Test Set for English Subtask A

<table>
<thead>
<tr>
<th>SVM</th>
<th>RoBERTa</th>
<th>En-BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred CAG</td>
<td>Pred NAG</td>
<td>Pred OAG</td>
</tr>
<tr>
<td>True CAG</td>
<td>86</td>
<td>135</td>
</tr>
<tr>
<td>True NAG</td>
<td>3</td>
<td>677</td>
</tr>
<tr>
<td>True OAG</td>
<td>26</td>
<td>129</td>
</tr>
</tbody>
</table>

Table 5: Confusion Matrix on Test Set for Hindi Subtask A

<table>
<thead>
<tr>
<th>SVM</th>
<th>XLM-RoBERTa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred CAG</td>
<td>Pred NAG</td>
</tr>
<tr>
<td>True CAG</td>
<td>121</td>
</tr>
<tr>
<td>True NAG</td>
<td>42</td>
</tr>
<tr>
<td>True OAG</td>
<td>64</td>
</tr>
</tbody>
</table>
benign use of these words. The En-BERT classifier however correctly classified these comments correctly as not gendered.

Our classifiers were not able to correctly classify comments such as ‘There are only 2 genders’ that require world knowledge. The above comment was labelled by the annotators as gendered. However, because of the absence of any toxic words, the above comment was classified by both the SVM and En-BERT classifier as not gendered.

There were also certain comments such as ‘Hot’ that were labelled as gendered by the annotators. These comments are ambiguous and can belong to either of the two categories. Most likely, these comments we labelled so based on some contextual information. In the absence of contextual information, our classifiers did not classify these comments correctly.

<table>
<thead>
<tr>
<th>SVM</th>
<th>XLM-RoBERTa</th>
<th>M-BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred CAG</td>
<td>Pred NAG</td>
<td>Pred OAG</td>
</tr>
<tr>
<td>True CAG</td>
<td>116</td>
<td>101</td>
</tr>
<tr>
<td>True NAG</td>
<td>14</td>
<td>691</td>
</tr>
<tr>
<td>True OAG</td>
<td>16</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 6: Confusion Matrix on Test Set for Bangla Subtask A

<table>
<thead>
<tr>
<th>SVM</th>
<th>RoBERTa</th>
<th>En-BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred GEN</td>
<td>Pred NGEN</td>
<td>Pred GEN</td>
</tr>
<tr>
<td>True GEN</td>
<td>66</td>
<td>109</td>
</tr>
<tr>
<td>True NGEN</td>
<td>29</td>
<td>996</td>
</tr>
</tbody>
</table>

Table 7: Confusion Matrix on Test Set for English Subtask B

<table>
<thead>
<tr>
<th>SVM</th>
<th>XLM-RoBERTa</th>
<th>M-BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred GEN</td>
<td>Pred NGEN</td>
<td>Pred GEN</td>
</tr>
<tr>
<td>True GEN</td>
<td>413</td>
<td>154</td>
</tr>
<tr>
<td>True NGEN</td>
<td>34</td>
<td>599</td>
</tr>
</tbody>
</table>

Table 8: Confusion Matrix on Test Set for Hindi Subtask B

<table>
<thead>
<tr>
<th>SVM</th>
<th>XLM-RoBERTa</th>
<th>M-BERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred GEN</td>
<td>Pred NGEN</td>
<td>Pred GEN</td>
</tr>
<tr>
<td>True GEN</td>
<td>130</td>
<td>72</td>
</tr>
<tr>
<td>True NGEN</td>
<td>10</td>
<td>976</td>
</tr>
</tbody>
</table>

Table 9: Confusion Matrix on Test Set for Bangla Subtask B

7. Conclusion

We used BERT, RoBERTa and SVM based classifiers for detection of aggression in English, Hindi and Bangla text. Our SVM classifier performed remarkably well on the test set and obtained 2nd rank in the official results for 3 of the 6 tests and obtained 4th in another. However, on closer analysis, it is seen that the superior performance of the SVM classifier was mainly due to the better prediction of the majority class. BERT based classifiers were found to predict the minority classes better. It was also found that our classifiers did not handle spelling mistakes and intentional orthographic variations correctly. FastText word embeddings are better in handling orthographic variations. As a future study, it can be checked if FastText embeddings improve performance on this dataset. Another option would be to use automatic methods for correcting grammatical and spelling mistakes. Use of contextual information and world knowledge for automatic detection of aggression needs further investigation.
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Abstract
This paper presents the participation of the LaSTUS/TALN team at TRAC-2020 Trolling, Aggression and Cyberbullying shared task. The aim of the task is to determine whether a given text is aggressive and contains misogynistic content. Our approach is based on a bidirectional Long Short Term Memory network (bi-LSTM). Our system performed well at sub-task A, aggression detection; however underachieved at sub-task B, misogyny detection.

1. Introduction
With millions of users contributing every day, the amount of user-generated text content forms a great amount of data, making the moderation of unwanted content highly difficult. Problematic areas of unwanted text content includes not only aggression but also trolling activities, misogyny and cyberbullying. This type of content has a proven harmful impact especially on mental health of vulnerable groups such as children and youngsters (Kwan et al., 2020). Therefore, systems that can automatically identify inappropriate content gain a lot of interest.

TRAC 2020: Second Workshop on Trolling, Aggression and Cyberbullying (TRAC – 2) shared task aims at identification of aggression and misogyny in text. It is composed of 2 sub-tasks as follows:

Sub-task A: Aggression Identification Shared Task with the classes and labels given below:

- Overtly Aggressive (OAG),
- Covertly Aggressive (CAG),
- Non-aggressive (NAG)

Sub-task B: Misogynistic Aggression Identification Shared Task with the classes and labels given below:

- Gendered (GEN),
- Non-gendered (NGEN)

The shared task is held in three Languages: English, Hindi, Bangla. With our approach, we participated in both sub-tasks only for the English language and submitted three different runs for each sub-task. The methodology used to create this dataset is described in (Bhattacharya et al., 2020). Example instances from the dataset can be seen below:

- “Homosexuality is against nature. Thats all!” (OAG, GEN)
- “worst video” (CAG, NGEN)
- “That’s the truth” (NAG, NGEN)

In this paper, we describe a neural network for text classification for aggression and misogyny identification. The rest of the paper is organized as follows: In section 2, we provide an overview of relevant research for identification of aggression and various related text classification tasks based on the relevant classes. In Section 3 we describe our model structure and specific differences of each run submitted for each sub-task. In Section 4 we provide the results and discuss the performance of the system. In Section 5 we introduce our conclusions.

2. Related Work
Many platforms such as social media sites, forums, blogs, comment and review sections of many web pages and mobile applications are heavily composed of user-generated content. As the way we communicate being substantially transformed into computer mediated communication, the need to filter out detrimental text content such as aggression and hate speech increases.

As a solution to this problem, machine learning and deep learning approaches have been utilised to classify text accordingly. Surveys reviewing previous researches indicated that instead of particular features for hate speech; generic features such as n-grams, part of speech, bag of words or embeddings are mainly used and result in reasonable performance. Moreover, character-level approaches work better than token-level approaches. In addition, lexical resources do not seem to be effective unless combined with other features (Schmidt and Wiegand, 2017), (Fortuna and Nunes, 2018). (Zampieri et al., 2019) emphasized the challenges of distinguishing profanity and threatening language which may not actually contain any swearword or profane language overtly.

Misogyny is defined as hatred, dislike, or mistrust of women, or prejudice against women 1. One example of online misogyny is observed in the gender-biased job ads. Although, researches claim that gender discrimination in jobs ads tend to decrease (Tang et al., 2017), with the exponential increase in social media content, the need for...

1https://www.dictionary.com/browse/misogyny?s=t
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an automated identification mechanism in user generated content continues to increase.

(Cardiff and Shushkevich, 2019) reviewed previous research on automatic misogyny detection and pointed out that classical machine learning models, especially ensembles allow to achieve higher results than the models based on neural networks in some cases however these experiments were executed on relatively small datasets, therefore it is not certain that the results will be the same with an expanded dataset. Additionally, there has been shared tasks organized within this scope including identification of misogyny and also the particular groups such as stereotyping, discredit, dominance, sexual harassment and threats of violence (Fersini et al., 2018b) (IberLEF-2018), (Fersini et al., 2018a) (EVALITA-2018).

3. Methodology and Data

In our approach, we utilized the same architecture as used in SemEval-2019 Task 6: Identification and Categorization of Offensive Language in Social Media (Altin et al., 2019). This model is composed of a bidirectional Long Short-Term Memory Networks (biLSTM) model with an Attention layer on top. Within the scope of this model, for pre-processing, the instances were tokenized removing punctuation marks and keeping emojis and full hashtags as they can contribute to define the meaning of text.

Then, an embedding layer transforms each element in the tokenized text such as words, emojis and hashtags into a low-dimension vector. The embedding layer, composed of the vocabulary of the task, was randomly initialized from a uniform distribution (between -0.8 and 0.8 values and with 300 dimensions). The initialized embedding layer was updated with the word vectors included in a pre-trained model based on all the tokens, emojis and hashtags from 20M English tweets (Barbieri et al., 2016).

The dataset for English language given by the shared task organizers contains two separate files prepared for training and test. The training dataset contains around 4,000 instances (Bhattacharya et al., 2020) with two given labels for each classification type for aggression and misogyny.

For the aggression sub-task we submitted 3 different runs. For the first run we used only the training data provided by the organizers. For the second run we used the additional dataset published with the same task of last year, TRAC-1 dataset (Kumar et al., 2018). For the last run, we used additional dataset from TRAC-1 and changed the optimizer to RmsProp from Adam.

Likewise, for the misogyny sub-task we submitted 3 different runs. For the first run, again we used only the training data provided by the organizers. For the second run, we used only the training dataset and changed optimizer to Nadam. For the last run we used an additional misogyny dataset (Lynn et al., 2019).

4. Results

Our system ranked 6th in sub-task A and 12th in sub-task B. We have submitted 3 different runs for each sub-task.

For sub-task A, we obtained the best result with the system which used an additional dataset and RmsProp optimizer instead of Adam. However, the results of all runs were very close to each other. F1 (weighted) scores and accuracies obtained for each run are given in Table 1. Confusion matrix for our best performed submission for sub-task A can be seen in Figure 1. The highest recall belongs to NAG class with 92% whereas recall of other classes are 47% (CAG) and 50% (OAG). With regards to precision, NAG and CAG are similar (both around 78%) where precision of CAG is 52%.

For sub-task B, we obtained the best result with the system which used the basic dataset given and Nadam optimizer instead of Adam. The results of all runs were very close to each other. For sub-task B, F1 (weighted) scores and accuracies obtained for each run are given in Table 2. Confusion matrix for our best performed submission for sub-task B can be seen in Figure 2. Both precision and recall is higher for GEN class (89% precision and 90% recall) whereas it is much lower for GEN class (38% precision and 34% recall).

Overall, for both sub-tasks, changes in the model for each run did not result in significant difference indicating that different optimizers and additional data did not have much effect on the results. Another point is that the main training dataset is quite unbalanced for both tasks being around 80% of the data labeled as non-Aggressive and around 70% is labeled as non-Gendered. On the other hand, although additional TRAC-1 dataset is more balanced (around 40% labeled as non-Aggressive) that did not improve the result substantially, either.

5. Conclusion

In this paper, we describe the participation of LaS-TUS/TALN team to TRAC-2020 shared task focusing on identification of aggression and misogyny in text. We utilized an architecture based on a bidirectional Long Short

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>run1</td>
<td>0.7100</td>
<td>0.7308</td>
</tr>
<tr>
<td>run2</td>
<td>0.7230</td>
<td>0.7392</td>
</tr>
<tr>
<td>run3</td>
<td>0.7246</td>
<td>0.7375</td>
</tr>
</tbody>
</table>

Table 1: Results for our 3 different submissions for Sub-task A.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>run1</td>
<td>0.8137</td>
<td>0.8242</td>
</tr>
<tr>
<td>run2</td>
<td>0.8199</td>
<td>0.8242</td>
</tr>
<tr>
<td>run3</td>
<td>0.8146</td>
<td>0.8217</td>
</tr>
</tbody>
</table>

Table 2: Results for our 3 different submissions for Sub-task B.
Table 3: Comparison of the results with the best performer and rankings

<table>
<thead>
<tr>
<th>Best Performer</th>
<th>F1 (weighted)</th>
<th>LaSTUS/TALN</th>
<th>F1 (weighted)</th>
<th>LaSTUS/TALN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8029</td>
<td>0.7246</td>
<td>0.8716</td>
<td>0.8199</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6th / 16</td>
<td></td>
<td>12th / 15</td>
</tr>
</tbody>
</table>

Figure 2: Confusion matrix of our best performed model (Run2) for Sub-task B
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Abstract

In the last few years, hate speech and aggressive comments have covered almost all the social media platforms like facebook, twitter etc. As a result hatred is increasing. This paper describes our (Team name: Spyder) participation in the Shared Task on Aggression Detection organised by TRAC-2, Second Workshop on Trolling, Aggression and Cyberbullying. The Organizers provided datasets in three languages – English, Hindi and Bengali. The task was to classify each instance of the test sets into three categories – “Overtly Aggressive” (OAG), “Covertly Aggressive” (CAG) and “Non-Aggressive” (NAG). In this paper, we propose three different models using Tf-Idf, sentiment polarity and machine learning based classifiers. We obtained F1 score of 43.10%, 59.45% and 44.84% respectively for English, Hindi and Bengali.

Keywords: Aggression Detection, Cyberbullying, Tf-Idf, Sentiment polarity, Machine learning

1. Introduction

According to data of smartinsights (https://www.smartinsights.com/social-media-marketing/social-media-strategy/new-global-social-media-research/), the number of social media users in 2019 was above 3 billion. Due to this huge increase, different types of user generated contents can be seen on social media. Many social media platforms like twitter, facebook, instagram, blogs etc. give users the opportunity to post status, pictures, videos, etc. and anyone can comment and reply to the comments on the posts. The social media posts and comments can be appreciative, affectionate, funny, aggressive, hate-speech or even sarcastic. Due to the huge interaction between people on social media, the incidents of aggression can be seen growing day by day in the form of trolling or hate-speech. The impact of this phenomenon is immense, as it can even lead anyone to commit suicide, two communities to start riot, etc (Phillips, 2015). For this reason, this research topic is of great importance and it has gained popularity among researchers in the last few years. The objective of this research topic is to automatically identify aggressive posts in social media, there by detecting the social media offenders and prevent any undesirable incidents. Research on this topic is very trending and is also a need of the hour.

This workshop focuses on the applications of NLP and Machine Learning to tackle these issues. This includes two shared tasks out of which we have participated on the 1st task as detailed below -

The task was to identify the aggressive posts from the social media texts. The participants were provided with the datasets containing three languages – English, Hindi and Indian-Bengali. People nowadays use multiple languages to write comments or posts on social media. A very important aspect of this task is to handle code-mixing and code-switching in languages since these are abundantly used in social media platforms. The datasets that we were provided with contain three classes “Overtly Aggressive” (OAG), “Covertly Aggressive” (CAG) and “Non-Aggressive” (NAG) where Overtly means totally aggressive, Covertly means bullying or trolling indirectly containing almost no or less aggressive words and the third one is not aggressive at all.

For our experiments we used three different models for three different languages. We used Tf-Idf vectorizer to vectorize the word-tokens. For English dataset, we used the XGBoost classifier followed by the bagging method. For Hindi dataset, we used the Gradient Boosting classifier and many different types of features like aggressive words lexicon, sentiment scores, parts of speech tags etc. Lastly we used the Gradient Boosting Classifier for Bengali dataset.

The rest of the paper is organized as follows. Section-2 gives a brief account of the related works. Section-3 presents a description of the datasets. In section-4, the system architecture and the feature engineering are explained. Section-5 presents the results and comparison. Section 6 concludes the paper and provides avenues for future work.

2. Related Work

Although aggression detection in text is a relatively new research topic, quite a few research work have been carried out on this topic (AmirHRazavi and Matwin., 2010; Ritesh Kumar and Chennuru, 2018; Ritesh Kumar and Zampieri, 2020). (Duyu Tang and Qin, 2014) showed how positive and negative emotions can be used for this work. (Kwok and Wang., 2013) used uni-gram model for this task. (Chikashi Nobata and Chang, 2016) used different types of syntactic features and embedding features for aggression detection in text. (Mohammad, 2012) mapped hashtags like ‘yuck’, ‘joy’ into different types of emotions and classified the texts. In (Or˘asan, 2018), they used Support Vector
Machine and Random Forest as classifiers and emojis and sentiment scores were used as features. (Ne-manja Djuric and Bhamidipati, 2015) used word embeddings which worked better than bag of words to detect aggressive text. (Jan Deriu and Jaggi, 2016) also did the work with the help of emotional sentiment. However, all the research works mentioned above are based on the English language (Jun-Ming Xu and Bellmore, 2012). These days, with the increasing availability of multi-lingual keypads in the mobile devices and the support for multi-lingual contents in the websites, detecting aggression from multi-lingual texts has become a necessity. (Vinay Singh and Shirivastava, 2018) used CNN and LSTM to detect aggression on Hindi-English code-mixed texts. In (Shukrity Si, 2019), an ensembling method were used with the help of Aggression lexicons, sentiment scores, POS tags and, emoticons on English and Hindi-English code-mixed languages. (Kalika Bali and Vyas, 2014) proposed a model for English-Hindi code-mixed comments from facebook. (Yogarshi Vyas and Choudhury, 2014) proposed a model for Hindi-English codemixed language which is based on the feature - parts of speech. There has also been work on aggression detection in other languages like Chinese (Hui-Po Su and Lin, 2017), Arabician (Hamdy Mubarak and Magdy, 2017), Dutch (Stephan´ Tulkens and Daelemans, 2016), etc. Our work is based on three languages - English, Hindi and Indian Bengali. There are English-Hindi code-mixing cases too in the datasets. We proposed different models for the different languages and the models are based on machine learning algorithms like XGBoost and Gradient Boosting and features like Tf-Idf, sentiment scores, POS tags and aggressive words lexicon. The methodology is described elaborately in Section 4.

3. Datasets

The TRAC 2020 Shared Task Organizers (Bhattacharyya et al., 2020) provided datasets in 3 languages – English, Hindi and Indian Bengali. The English dataset contains 5,120 texts for training and 1,201 texts for testing. The Indian Bengali dataset contains 4,785 texts for training and 1,188 texts for testing (in both Roman and Bangla script). The Hindi dataset contains 4,981 texts for training and 1,200 texts for testing (in both Roman and Devanagari script). Table 1 presents the statistics of the shared task datasets provided by the Organizers.

<table>
<thead>
<tr>
<th>Data</th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>5,120</td>
<td>1,201</td>
</tr>
<tr>
<td>Hindi</td>
<td>4,981</td>
<td>1,200</td>
</tr>
<tr>
<td>Bengali</td>
<td>4,785</td>
<td>1,188</td>
</tr>
</tbody>
</table>

Some examples are shown in figure 1.

Figure 1: Examples of given texts with categories

The preprocessing steps and further classification process are described as follows.

4. Methodology

Different feature models are used for these 3 different languages in classification process. Though same vectorizing tool is used in all of these three that is Tf-Idf Vectorizer. Three different models are described below.

For English Task-A, we have used Tf-Idf Vectorizer (taking unigram and bigram sequence of words) with 500 maximum words as features. We use XGBoost classifier (with learning rate 0.01 and random state 1) to train the given dataset. Then we have used bagging classifier where the base classifier is also XGBoost (maximum samples=0.5, maximum features=0.5). No extra data is used here for training.

For Bengali dataset, we have used Tf-Idf Vectorizer (max words = 500 , bigram) as feature to vectorize the word tokens. Then we have used Gradient Boosting Classifier for classification. We are using the given dataset and no extra data is used for training here.

For Hindi dataset, we have used Tf-Idf Vectorizer, aggressive word lexicons , sentiment scores(taking compound score from positive and negative scores of individual words) and part of speech tags (as some POS tags are important in classification like adverbs,adjectives etc.) as features. And we have used Gradient Boosting Classifier for classification. No extra data is used for training here.

Now we describe the vectorizer tool, classification algorithms and other feature models in details.

4.1. Tf-Idf Vectorizer

A machine can’t understand raw text data but only number vectors. So the text input must be converted into vector of numbers. There are many tools available in python for this conversion. Bag of Words (BoW), Count Vectorizer, Tf-Idf Vectorizer are some of the examples. Tf-Idf doesn’t only count the occurrences of any word in a document, but also gives importance to the words which are more useful in revealing the document’s nature. It is the multiplication of Tf (Term Frequency) and Idf (Inverse Document Frequency) which
have the formulae as follow -
\[ T_f(t) = \frac{\text{frequency of term in a sentence}}{\text{total no. of terms in that sentence}} \]
\[ \text{Idf}(t) = \log \left( \frac{\text{total no. of sentences which contain term}}{\text{total no. of sentences in a document}} \right) \]
By taking the log of the inverse count of term \( t \), the value for the words (terms) occurring much frequently in the document (like stopwords, less important words) gets reduced making the classification task easier.

4.2. XGBoost
XGBoost stands for Extreme Gradient Boosting. We used XGBoost here for the English dataset. It is a new algorithm and an implementation of Gradient Boosted Decision Tree. It is mainly used for better performance and it reduces the execution time also. It has many features such that system features, model features, algorithm features.

4.2.1. System Features
For better and fast performance this feature is included in the XGBoost library. It has out of core computing, distributed computing, cache optimization and parallelization.

- Out of Core Computing - This is a special feature that works for very large dataset. Large dataset generally does not fit into memory. So this feature can overcome this situation.
- Distributed Computing - This feature is used to run very large models which needs a machine-cluster.
- Cache Optimization - It is used for optimizing the algorithm and data structure.
- Parallelization - It uses all CPU cores parallelly during the time of training.

4.2.2. Model Features
Model features include regularization methods and different types of gradient boosting algorithm.

- Stochastic Gradient Boosting - It is a special form of Gradient Boosting Machine that sub-samples the column and row.
- Regularization - It includes L1 and L2 regularization which help to overcome overfitting.

4.2.3. Algorithm Features
This feature is included to increase the efficiency of available resources and computational time. To do this it uses block structure, continued training and sparse aware method.

4.2.4. Bagging with XGBoost
Then we used bagging classifier keeping XGBoost as our base classifier. Bagging is one type of ensembling method that is used for better prediction. For bagging, the original dataset is divided into many random subsets. Then the base classifier is fitted (here XGBoost) into the subsets. Then the output is given by aggregating (voting or averaging) their individual predictions. This method is known as bagging and with this we can minimize the variance of the model. We used bagging classifier with the help of XGBoost to classify the English task.

4.3. Gradient Boosting Machine
Gradient Boosting machine (GBM) was used for Hindi and Bengali dataset. Weak learner by training can become a strong learner - on this assumption GBM works. Gradient Boosting Classifier is mainly consisting of three major components - a loss function, a weak learner and an additive model. On training the loss function is optimized, the weak learner is used to predict on the basis of the task and the additive model is used so that the weak learner can minimize the loss function.

- Loss Function - In supervised learning, error should always be minimized during the training. To calculate the error first we have to take a function, it is called loss function. Loss function is generally taken on the basis of problem statement. The main criteria of a loss function is that it must be differentiable. For classification, we can use logarithmic loss and for regression, squared error can be used. For our task, we used logarithmic loss as our loss function.
- Weak Learner - For Gradient Boosting, Decision Tree is taken into consideration for weak learner. The learner should be greedy and that is why tree is chosen here. Tree are constructed in a greedy way. Trees generally choose the best split points to minimize the scores. And later an additive model is added with this weak learner.
- Additive Model - Additive model is used to minimize the error of loss function. For this algorithm, trees are added but one at a time and for this, the trees should not be changed. Gradient Descent method is also used here and it helps to minimize the error during the addition of trees. After the errors are calculated the weights are updated for minimizing the error. The new output is added to the old output of the existing tree and the process is continued. In this way, Gradient Boosting is heading towards a better result.

4.4. Aggressive Word Lexicon
For doing the task, we observed the dataset very carefully and we observed that the texts contain many bad words and slang languages. We considered these as an important feature and named these as aggressive word features. So, we made a lexicon of these aggressive words which can be used to write hate comments and used it to build our model. Here is some examples of aggressive words.
e.g - "chutiya", "jhant", "..." etc.
These types of words are frequently used in texts labelled as ‘OAG’. So, this feature is very important to
identify the 'OAG' class in our task. We used this lexicon for Hindi dataset only.

4.5. Sentiment Score
Observing the dataset, we can say that aggression is one kind of sentiment and for this, we used sentiment score as one of our features. Generally if the sentiment of a text is very negative, then there is a high chance that the text would be OAG. Because, OAG text contains many slang words which belongs to negative sentiment category. We used this feature for Hindi dataset. Hindi-sentiwordnet is used to get the sentiment score of each word present in the dataset. There are three types of sentiment in sentiwordnet - positive, negative and neutral. We tagged all the tokens accordingly this and used sentiment score as a feature.

4.6. POS Tag
POS tag represents part of speech tag. We observed that adjectives and adverbs are highly used in case of OAG and CAG. Higher the present of adjective and adverb higher the chance of the text to be a OAG or CAG. We used this feature for Hindi dataset and to do this sentiwordnet was used. There are four parts of speech in sentiwordnet - noun, verb, adjective and adverb. We tagged the word-tokens according to their parts of speech and constructed a feature matrix and used it to build our model.

5. Results and Discussion
In this section, we will discuss about all our of results in details. Table 2 shows the result of English dataset. We got the weighted F1 score of 43.10% and accuracy of 58% for this model.

The performance of our model is not so good in the shared task competition. The comparison with other models is shown in Table 3.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bagging (XGBoost)</td>
<td>0.4310</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 2: Results for Sub-task EN-A

Table 3: Comparison Table for English Dataset

<table>
<thead>
<tr>
<th></th>
<th>Julian</th>
<th>Sdhanshu</th>
<th>krishan</th>
<th>Our Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>F Score</td>
<td>80.29</td>
<td>75.92</td>
<td>44.17</td>
<td>43.10</td>
</tr>
</tbody>
</table>

From the table, we can clearly see that our performance is very poor. So we need many modifications in our model and we will discuss about the poor performance of our model in the end of this section.

Table 4 shows the result of Hindi dataset. We got the F1 score of 59.45% and accuracy of 62.08%.

The comparison with other models in this dataset is shown in Table 5.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.5945</td>
<td>0.6208</td>
</tr>
</tbody>
</table>

Table 4: Results for Sub-task HIN-A

The performance of our model for Hindi dataset is slightly better than the previous one. But still it needs lot of modification.

The result for Bengali dataset is shown in Table 6. We got the F1 score of 44.84% and accuracy of 59.76%.

The comparison with other models for this Bengali dataset is shown in Table 7.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>0.4484</td>
<td>0.5976</td>
</tr>
</tbody>
</table>

Table 5: Comparison Table for Hindi Dataset

Table 6: Results for Sub-task BEN-A

<table>
<thead>
<tr>
<th></th>
<th>Julian</th>
<th>abaruah</th>
<th>bhanu</th>
<th>prakash2708</th>
<th>Our Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>F Score</td>
<td>81.27</td>
<td>79.43</td>
<td>14.06</td>
<td>59.45</td>
<td></td>
</tr>
</tbody>
</table>

The performance on Bengali dataset is also not good and we will modify our model for better performance.

Confusion matrices are given to visualize the results for all of the three languages. This matrix gives the actual measurement to test the performance of our model. It compares between the true (actual result) and predicted (model prediction) classes. As for binary classification, the confusion matrix looks like the Table 8.

Here TP means True Positive (predicted as true and actually it is true), FP means False Positive (predicted as true but actually it is false), FN means False Negative (predicted as false but actually it is true) and TN means True Negative (predicted as false and actually it is false).

In our model, this is 3-class classification and so the confusion matrix is of 3*3 matrix. The confusion matrix for the Bengali dataset is shown in figure 2. The confusion matrix for the English dataset is shown in figure 3. The confusion matrix for the Hindi dataset is shown in figure 4.

This model gives good results but these could be better if we could modify our model in some ways more. There are some modifications that can be done as follows-

(1) We can use extra resources like aggressive words lexicon for Bengali and English datasets as well. It will help to distinguish the aggressive texts from others like in Hindi dataset.

(2) We have used bagging classifier (ensembling
Table 7: Comparison Table for Bengali Dataset

<table>
<thead>
<tr>
<th></th>
<th>Julian abaruah</th>
<th>saikesav 564</th>
<th>Our Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>F Score</td>
<td>82.18</td>
<td>80.82</td>
<td>46.84</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted(row)/ True(col)</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pos</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Neg</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table 8: Confusion Matrix of Binary Classification

6. Conclusion

After observing the results we can come to a conclusion. The performances of our models is poor and all models need many modifications for better performance. We observed that deep learning methods like LSTM, RNN or CNN-LSTM with pre-trained word embedding methods like glove gave good results for some researches. As we did not use any deep learning technique in our work we can use it and results can be better for this. We will work on this task in future to modify the models and a general model have to be made which can work fine for datasets of any language.
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Abstract
This paper describes our results for TRAC 2020 competition held together with the conference LREC 2020. Our team name was Ms8qQxMbnjJMgYcw. The competition consisted of 2 subtasks in 3 languages (Bengali, English and Hindi) where the participants’ task was to classify aggression in short texts from social media and decide whether it is gendered or not. We used a single BERT-based system with two outputs for all tasks simultaneously. Our model placed first in English and second in Bengali gendered text classification competition tasks with 0.87 and 0.93 in F1-score respectively.
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1. Introduction
Aggression, hate speech and misogyny detection is a rampant problem nowadays on the Internet. Thousands of people of all ages and nations face it every day. However, the problem is far from being solved. Many research initiatives have been devoted to its investigation. Given the overwhelming amount of information that social media users output every second, it is incomprehensible to monitor and moderate all of it manually. So it becomes useful to make at least semi-automatic predictions about whether a message contains aggression. Shared tasks and competitions are of great utility in this problem because they provide data that can be used to research new ways of aggression expression and allow different methods to be compared in a uniform and impartial way. TRAC 2020 is one of such initiatives (Ritesh Kumar and Zampieri, 2020).

This paper is devoted to our system's solution for TRAC 2020 competition held together with LREC 2020 conference 1. TRAC 2020 competition consisted of 2 sub-tasks in 3 languages: Bengali, English and Hindi. In the first sub-task participants needed to make a system that would label texts into three classes: ‘Overtly Aggressive’, ‘Covertly Aggressive’ and ‘Non-aggressive’. In the second task the contestants’ aim was to label the same texts as gendered or not. The dataset contained 18681 texts in total, approximately 6000 texts for each language.

We used a single BERT-based system with two Linear layer outputs for all subtasks and languages simultaneously. Our model took first place in English gendered text classification and second place in Bengali gendered text classification.

2. Related Work
Many researchers have paid attention to the problem of aggression detection on the Internet. However, hate and offensive speech are not homogeneous. There are various types of it that are aimed at different social groups and that use distinct vocabulary. Davidson et al. collected a hate speech dataset exploring this problem (Davidson et al., 2017). The authors relied on heavy use of crowd-sourcing. First, they used a crowd-sourced hate speech lexicon to collect tweets with hate speech keywords. Then they resorted again to crowd-sourcing to label a sample of these tweets into three categories: those containing hate speech, containing only offensive language, and those with neither. Later analysis showed that hate speech can be reliably separated from other types of offensive language. They find that racist and homophobic tweets are more likely to be classified as hate speech but sexist tweets are generally classified as offensive. Malmasi together with Zampiere explored this dataset even further (Malmasi and Zampieri, 2017). They have found that the main challenge for successful hate speech detection lies in indiscriminating profanity and hate speech from each other.

Many works have been devoted to hate speech detection. Thus, it seems that there should be a lot of available data exploring this problem for various languages. However, as the survey by Fortuna and Nunes (Fortuna and Nunes, 2018) showed most authors do not publish the data they collected and used. Therefore, competitions and shared tasks releasing annotated datasets that let explorers study the problem of hate speech detection carry even greater importance. Among such competitions, we can name the previous TRAC competition (Kumar et al., 2018) and Offenseval (Zampieri et al., 2019). The first TRAC shared task on aggression identification was devoted to a 3-way classification between ‘Overtly Aggressive’, ‘Covertly Aggressive’ and ‘Non-aggressive’ Facebook text data in Hindi and English. Offenseval was very similar in nature but it contained texts only in English. It consisted of 3 subtasks: binary offence identification, binary categorization of offence types and offence target classification.

The best model at the previous TRAC competition used an LSTM-model (Aroyehun and Gelbukh, 2018). They
used preprocessing techniques to remove non-English characters and various special symbols. They also resorted to back-translation into 4 intermediate languages: French, Spanish, German, and Hindi.

Private initiatives also do not keep out of this problem. For example, there were held several challenges on machine learning competition platform Kaggle devoted to aggression investigation in social media, among them: Jigsaw Toxic Comment Classification Challenge 2 and Jigsaw Unintended Bias in Toxicity Classification 3. The best solutions on Kaggle used a bunch of various techniques to improve the model score. Among such techniques were various types of pseudo-labelling such as back-translation and new language modelling subtasks.

There are few competitions that have the data labelled in more than two languages at the same time, however, the latest advances in machine translation show us that simultaneous multiple language learning may vastly improve the scores of the models (Arivazhagan et al., 2019). The researchers trained a single neural machine translation model on more than one billion sentence pairs, from more than 100 languages to and from English. The resulting massively multilingual, massive neural machine translation model demonstrated large quality improvements on both low- and high-resource languages and showed great efficacy on cross-lingual downstream transfer tasks.

Unsupervised cross-lingual language model learning also shows promising results. Some researchers have shown that pretraining of multilingual language models at scale leads to significant performance gains for a wide range of cross-lingual transfer tasks (Conneau et al., ). The authors trained a Transformer-based masked language model on one hundred languages, using more than two terabytes of filtered CommonCrawl data. Their model outperformed previous state-of-the-art solutions in a variety of cross-lingual tasks without hurting single-language performance.

However, even the most modern and sophisticated solutions are far from solving this problem. According to the survey by Fortuna and Nunes (Fortuna and Nunes, 2018) even human annotators have a tendency to disagree while labelling hate speech datasets. Detecting hate speech requires knowledge about social structure and culture. Even some websites may vary in what can be considered hate speech. Moreover, social phenomena and language are in constant evolution especially among young users which makes it challenging to track all racial and minority insults. Hate speech may also be very subtle and contain no offensive vocabulary or slurs.

3. TRAC-2 dataset

TRAC 2020 competition dataset contained 18000 texts in 3 languages (see Table 2): Bengali, English and Hindi. Hindi and Bengali texts could be written both in Roman and Bangla or Devanagari script within a single text (see Table 3). Moreover, many texts were written in two languages at the same time. It should also be noted that texts labelled as English contained a lot of names and words from non-English languages (most probably Hindi) and were hard to comprehend without knowledge of Hindi or Bengali (see Table 1).

The authors of the competition split texts in all languages into training, validation and test datasets. Each text had one label for each of the subtasks. The first subtask was a 3-way classification of aggression in social media texts. The classes were ‘Overtly Aggressive’, ‘Covertly Aggressive’ and ‘Non-aggressive’. The second task was a binary classification between ”gendered” and ”not gendered” texts.

Languages differed in their class distributions. In Subtask A Hindi and Bengali had a larger ratio of covertly aggressive texts than English both in the train and development datasets (see Fig. 1). The numbers for Subtask B are similar. English had a much lower ratio of gendered texts than Hindi or Bengali (see Fig. 2). Moreover, it should be noted

<table>
<thead>
<tr>
<th>Language</th>
<th>Class</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>NAG</td>
<td>Best topic for Law Students!</td>
</tr>
<tr>
<td>English</td>
<td>CAG</td>
<td>Anushka Roy has biggest bowls</td>
</tr>
<tr>
<td>English</td>
<td>OAG</td>
<td>One word for u bhad me jaa chudai</td>
</tr>
<tr>
<td>English</td>
<td>NGEN</td>
<td>She is wrong.</td>
</tr>
<tr>
<td>Bengali</td>
<td>NAG</td>
<td>bro house of card ka review karona</td>
</tr>
<tr>
<td>Bengali</td>
<td>CAG</td>
<td>“Liberal bhi hai, Tolerant bhi hai!!!” LoL</td>
</tr>
<tr>
<td>Bengali</td>
<td>OAG</td>
<td>Feminism ki maa chod dee</td>
</tr>
<tr>
<td>Bengali</td>
<td>NGEN</td>
<td>Amrit Anand &quot;@Nareshkumar Ravanabona teri ma ka bhosda</td>
</tr>
<tr>
<td>Bengali</td>
<td>NAG</td>
<td>Dada taratari</td>
</tr>
<tr>
<td>Bengali</td>
<td>CAG</td>
<td>Basa niye bhore dite habe sali ke</td>
</tr>
<tr>
<td>Bengali</td>
<td>OAG</td>
<td>Ei mahila manasika rogi</td>
</tr>
<tr>
<td>Bengali</td>
<td>NGEN</td>
<td>Dada taratari</td>
</tr>
<tr>
<td>Bengali</td>
<td>GEN</td>
<td>Kena? Run mandala apanara bala chirache.</td>
</tr>
</tbody>
</table>

Table 1: Text Examples for all languages and classes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>English</th>
<th>Hindi</th>
<th>Bengali</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>4263</td>
<td>3984</td>
<td>3826</td>
</tr>
<tr>
<td>Development</td>
<td>1066</td>
<td>997</td>
<td>957</td>
</tr>
<tr>
<td>Test</td>
<td>1200</td>
<td>1200</td>
<td>1188</td>
</tr>
<tr>
<td>Total</td>
<td>6529</td>
<td>6181</td>
<td>5971</td>
</tr>
</tbody>
</table>

Table 2: Number of texts for each language and dataset.
### Table 3: Examples of script usage for different languages.

<table>
<thead>
<tr>
<th>Language</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bengali</td>
<td>best giris jain a katha</td>
</tr>
<tr>
<td>English</td>
<td>no gay gene discovered recently</td>
</tr>
<tr>
<td>Hindi</td>
<td>Negative positive दोना मैं h sir</td>
</tr>
<tr>
<td>Hindi</td>
<td>Please logic mat ghusao</td>
</tr>
</tbody>
</table>

that the distribution for Subtask B was rather skewed. For example, the number of gendered texts for English in the training dataset was 13 times higher than that of the non-gendered ones (for Bengali and Hindi the numbers are 4.4 and 5 respectively). For all languages class distributions between train and development datasets did not differ much. However, test distributions (which were unknown during the competition) do not look the same as the train dataset. For example, Hindi as well as English had many more gendered texts in the test (0.17 vs 0.70 and 0.07 vs 0.17 ratios respectively). For subtask A, Hindi also had some peculiarities with overtly aggressive texts being the majority in the test dataset while neutral texts dominated the train and development datasets.

In this task, we wanted to experiment with a single model that works with multiple languages at once. We could have used an embedding-based approach with Word2Vec (Mikolov et al., 2013) or FastText (Joulin et al., 2016) input and a neural network classifier to classify aggression in texts (Gordeev, 2016). However, pre-trained language models are usually trained for one language at a time and either require augmentation via back-translation (Aroyehun and Gelbukh, 2018) or training a new word embedding model for several languages at once. Fortunately, it is possible to overcome this using multilingual language models such as BERT (Devlin et al., 2018).

BERT is a Transformer-based model (Vaswani et al., 2017). We used a multilingual uncased BERT model provided
by Hugging Face (Wolf et al., 2019). We used PyTorch framework to create our model. BERT was trained using Wikipedia texts in more than 100 languages. All texts were tokenized using byte-pair encoding (BPE) which allows limiting the vocabulary size compared to Word2vec and other word vector models. The training consisted in predicting a random masked token in the sentence and a binary next sentence prediction. We did not fine-tune the language model using the text data provided by the organizers. Information about the text language was not included in the model. We also did not perform any text augmentation or pre-processing besides standard byte-pair encoding. All texts longer than 510 tokens were truncated. Two tokens marking the beginning and the end of the sequence were added to each input text (“[CLS]” and “[SEP]”). Texts shorter than 510 tokens were padded with zeroes. All tokens excluding special ones were masked with ones, while all other tokens were masked with zeroes.

On top of BERT, we added a Dropout layer to fight overfitting. The Dropout probability was equal to 0.1. On top of the Dropout Layer, two softmax layers were added for each of the subtasks. Their dimensions were 3 and 2 respectively, equal to the number of classes. Target values were one-hot encoded. All texts were selected randomly out of the training and validation datasets. Cross entropy loss function was used for each of the outputs. The final loss function was calculated just as the sum of these two output losses. Half precision training was used via Apex library. We used a single Nvidia V100 GPU to train our model. The training batch size was made equal to 16. The model was trained for 10 epochs.

We used the same training, validation and test datasets as they were provided by the organizers. The validation data was applied only to hyperparameter tuning and was not included in the training dataset.

Our team members have only knowledge of the English language and absolutely no familiarity with Hindi or Bengali.

5. Results

The results of our system are provided in Table 4. All in all we took first place in the gendered classification for English and the second place for the same task in Bengali. The results of our model were better for binary gendered classification than for 3-way aggression labelling. It might be due to the fact that we did not weight our loss function

4https://github.com/NVIDIA/apex
and both tasks contributed equally to the result. While it might be a better idea to give more emphasis to the target that has more potential values. We also did not use any early stopping or other similar techniques. Given that the model was trained for 10 epochs, it might have been not enough for 3-way classification. A more challenging task might require more epochs to converge, thus, in future research we will also check the balance for early stopping between two targets. Moreover, we could have enhanced individual subtask predictions by using values inferred by our model for another target. We hope to also try it in future research.

As can be seen from confusion matrices for subtask A (see Fig. 3) for all languages, our model had difficulties in distinguishing covertly expressed aggression and misclassified it in almost half of the cases. It seems only logical that it should be the most challenging class to predict because in many cases it may be difficult even for humans to correctly recognize subtle aggression, especially on the Internet where there are few non-verbal indicators.

Confusion matrices for the second subtask for all languages can be seen in Figure 4. Our results for the English dataset, where we had almost a half of gendered texts misclassified, were worse than for Bengali. However, given the skewed class distribution for English, this class turned out to be challenging for all of the 15 participants and our model outperformed other solutions. In Bengali all systems including ours had higher results than for all other languages. It may be attributed to the dataset peculiarities or for some features of the Bengali language which make it easy to recognize gendered texts (e.g. for English with its lack of genders and cases in nouns, it might be a more challenging problem given the results of the competition). The lower performance of our model for Hindi might show that our system might have overfitted to the class distributions from the train set.

### 6. Conclusion

This paper describes our results for TRAC 2020 competition held together with the conference LREC 2020. Competition consisted of 2 subtasks where participants had to classify aggression in texts and decide if it is gendered or not for 3 languages: Bengali, English and Hindi. We used a single BERT-based system with two outputs for all tasks simultaneously. Our model took the first place in English gendered text classification and the second place in Bengali gendered text classification. Thus, cross-lingual multitask BERT finetuning can be considered a promising approach even for non-IndoEuropean languages. In future work we will check the balance for early stopping between two targets and weighting schemes for simultaneous subtask training which might improve the results of our model.
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Abstract

This paper describes the participation of the SAJA team to the TRAC 2020 shared task on aggressive identification in the English text. We have developed a system based on transfer learning technique depending on universal sentence encoder (USE) embedding that will be trained in our developed model using xgboost classifier to identify the aggressive text data from English content. A reference dataset has been provided from TRAC 2020 to evaluate the developed approach. The developed approach achieved in sub-task EN-A 60.75% F1 (weighted) which ranked fourteenth out of sixteen teams and achieved 85.66% F1 (weighted) in sub-task EN-B which ranked six out of fifteen teams.
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1. Introduction

In today’s time, the advances in the web and the communication technologies is one of the main reasons to increase the impact of the nasty content on social media, blogs, and other websites. Detecting aggressive and insulting content is gained recent attention according to the negative effects on its users. For instance, demeaning comments, incidents of aggression, trolling, cyberbullies, hate speech, insulting, and toxic utterance have negative impact of users. Unfortunately, during the recent years, the percentage of using toxic utterance has been increased. Consequently, led to problems affecting real societies.

In 2018 the first shared task on aggression identification has been announced (Kumar et al., 2018). (Davidson et al., 2017) presented work for aggression classification by performing the logistic regression classifier depending on several hand-crafted features. (Djuric et al., 2015) focused on the embedding that has been learnt from an input text using paragraph2vec (Le and Mikolov, 2014) to train the logistic regression classifier. In 2013, (Kwok and Wang, 2013) developed a Naive Bayes classifier based on unigram features. (Bhattacharya et al., 2020) the second shared task on aggression identification will be held on Trolling, Aggression, and Cyberbullying (TRAC 2020) focusing on three languages as a Multilingual shared task. It aims to classify social media posts into one of three labels (Overtly aggressive ‘OAG’, Covertly aggressive ‘CAG’, Non-aggressive ‘NAG’). Moreover, to classify social media posts as binary classifications into (gendered ‘GEN’ or non-gendered ‘NGEN’).

The major contribution of this paper is to describe our participation of the SAJA team to the TRAC 2020 shared task on aggressive identification and more precisely we participate in English language. We have developed a system based on transfer learning technique depending on universal sentence encoder (USE) embedding that will be trained in our developed model using XGBoost classifier to identify the aggressive text data from English content. Several approaches have been performed to solve the provided task. We mentioned the best-reported results according to the evaluation step. A reference dataset has been provided from TRAC 2020 to evaluate the developed approach. The developed approach achieved in sub-task EN-A 60.75% F1 (weighted) and achieved 85.66% F1 (weighted) in sub-task EN-B.

We discuss the problem statement in section 2. Section 3 contains details about our methodology and the used dataset. In Section 4, we discuss the results and Section 5 concludes our work.

2. Related Work

Micro-blogging is considered as one of the most popular social network applications. In recent years, the rapid of using social media to express the users feeling and share their ideas. On the other hand, the uses of aggressive, hate speech, and offensive language obviously has been increased gradually.

Present comprehensive studies for hate speech detection by (Schmidt and Wiegand, 2017) and (Fortuna and Nunes, 2018), (Davidson et al., 2017) presenting the Hate Speech Detection dataset. Additionally, (Spertus, 1997) consider as the earliest efforts in hate speech detection, had been presented a decision tree-based classifier with 88.2% accuracy. Moreover, Offensive identification for sentences have been tried for several languages behind the English such that, Arabic (Mubarak et al., 2017) and (Al-Hassan and Al-Dossari, 2019), German (Ross et al., 2017), (Fisher et al., 2017), and (Su et al., 2017).

In particular, Zampieri et al. (2019a) OLID dataset presented last year for offensive language detection (Zampieri et al., 2019b). (Mohaouchane et al., 2019) presents several neural networks namely: (i) CNN, (ii) Bi-LSTM, (iii) LSTM with attention mechanism, (iv) Combined CNN and LSTM on Arabic language. Moreover, the dataset has been...
used is Arabic YouTube comments. The best performing model was CNN with 84.05% F1-score. In (Liu et al., 2019) Proposed a fine-tuned technique for the Bidirectional Encoder Representation from Transformer (BERT) to solve the shared task of identifying and categorizing offensive language in social media at SemEval 2019. Several features were used such as word unigrams and word2vec. (Pelicon et al., 2019) Adds LSTM neural network architecture to perform fine-tuned a BERT. Several automatically and manually crafted features were used namely: word embeddings, TFIDF, POS sequences, BOW, the length of the longest punctuation sequence, and the sentiment of the tweets. (Mahata et al., 2019) Proposed an ensemble technique consist of CNN, Bidirectional LSTM with attention, and Bidirectional LSTM + Bidirectional GRU to tackle the shared SemEval 2019 - Task 6 Identifying and Categorizing Offensive Language. The train data used to obtain a set of heuristics as features. (Han et al., 2019) Presented two approaches namely: bidirectional with GRU and probabilistic model modified sentence offensiveness calculation (MSOC) for the same Task Identifying and Categorizing Offensive Language. Word2vec embedding used as a feature. (Swamy et al., 2019) Introduced an ensemble approach consist of L1-regularised Logistic Regression, L2-regularised Logistic Regression, Linear SVC, and LSTM neural network. Several features were used, for instance, GloVe embedding, word/character n-grams by TF-IDF, POS tags, sentiment Score and count features for URLs, mentions, hashtags, punctuation marks.

In 2018 shared task TRAC 1 has been released, (Ramian-drissa and Mothe, 2018) have been developed an approach to detect aggressive language for English language. Three approaches have been developed based on machine learning and deep learning models. Several features have been used (i.e Part-Of-Speech, emotion sentiment frequency and logistic regression built with document vectorization using Doc2vec). (Samghabadi et al., 2018) discussing the lexical and semantic features for English and Hindi languages. (Roy et al., 2018) presented an ensemble solution depending on CNN and SVM for English and Hindi languages. Word embedding, n-grams, and TF-IDf vectors have been discussed. (Nikhil et al., 2018) demonstrate LSTM approach with an attention unit according to the remarkable results for this approach in NLP tasks. It performs for English and Hindi language as well. Moreover, (Aroyehun and Gelbukh, 2018) presents an investigation between deep learning and traditional machine learning (i.e NB and SVM) to achieve the best efficient model. The remarkable point in this paper to improve the overall performance, the augmented data and pseudo labeled method have been used during the training step.

3. Data and Methodology

Shared task on Aggression Identification focused on the English language which provided to identifying the aggressive language thought the social media content.

<table>
<thead>
<tr>
<th>Type</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overtly Aggressive (OAG)</td>
<td>verbal attack directly pointed towards any group or individuals, abusive words or comparing in a derogatory manner, supporting false attack</td>
</tr>
<tr>
<td>Covertly Aggressive (CAG)</td>
<td>focus on figurative words aims to attack(individual, nation, religion), Praising someone by criticizing group irrespective of being right or wrong.</td>
</tr>
<tr>
<td>Non Aggressive (NAG)</td>
<td>In this case, the absence of the intention to be aggressive.</td>
</tr>
</tbody>
</table>

Table 1: The classes of the Aggressive including their cases for sub-task EN-A

3.1. Task Description

The shared task TRAC 2020 (Ritesh Kumar and Zampieri, 2020; Bhattacharya et al., 2020), is a multilingual task, which provides two subtasks namely: A- aggression identification shared task, it represents a classification task to classify a given text into three classes between (1) Overtly Aggressive where it represents the human behavior meant to hurt a community through the verbal, physical and psychological attitude. (2) Covertly Aggressive where it represents the hidden aggressive attack consist of the negative ironic emotions and (3) Non-aggressive. Table 1 represents the aggressive type cases. B- misogynistic aggression identification shared task, it represents a binary classification that aims to classify a given text to gendered or non-gendered.

3.2. Dataset

This shared task represents a multilingual dataset Bhattacharya et al. (2020) which contains three languages namely: English, Bangla, and Hindi. In this paper, we participate in the English language for both subtasks A and B. The shared task provides three files train, validation, and test file which consists of 5000 annotated rows from social media that have been represented for both subtasks. Tables 2 and 3 provide more details about the distribution of the provided dataset. Table 4 represents examples of the provided dataset for both subtasks.

3.3. Data Pre-processing

The pre-processing step on a text is crucial processes, especially social network datasets such that, Facebook and Twitter where posts and tweets are noisy and contain a lot of slang language. In order to have a clean version of the provided dataset to remove the unnecessary noise, for instance, special character, punctuation marks ( *,@#-(—),
Table 2: Represents the distribution of the provided dataset for the English language for subtask A

<table>
<thead>
<tr>
<th>Dataset File</th>
<th>Total</th>
<th>Count of Labels sub-task EN-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Set</td>
<td>4263</td>
<td>OAG= 435, CAG= 453, NAG= 3375</td>
</tr>
<tr>
<td>Validation Set</td>
<td>1066</td>
<td>OAG= 113, CAG= 117, NAG= 836</td>
</tr>
<tr>
<td>Test Set</td>
<td>1200</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Represents the distribution of the provided dataset for the English language for sub-task EN-B

<table>
<thead>
<tr>
<th>Dataset File</th>
<th>Total</th>
<th>Count of Labels sub-task EN-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Set</td>
<td>4263</td>
<td>NGEN= 3954, GEN= 309</td>
</tr>
<tr>
<td>Validation Set</td>
<td>1066</td>
<td>NGEN= 993, GEN= 73</td>
</tr>
<tr>
<td>Test Set</td>
<td>1200</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Examples that represents the dataset for both subtasks

<table>
<thead>
<tr>
<th>ID</th>
<th>Original Text</th>
<th>Label sub-task EN-A</th>
<th>Label sub-task EN-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>C68.872</td>
<td>Nice video..</td>
<td>NAG</td>
<td>NGEN</td>
</tr>
<tr>
<td>C10.689</td>
<td>She is a</td>
<td>OAG</td>
<td>NGEN</td>
</tr>
<tr>
<td></td>
<td>traitor of</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>India</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C32.128</td>
<td>&quot;Wrong</td>
<td>CAG</td>
<td>NGEN</td>
</tr>
<tr>
<td></td>
<td>message for</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>youth.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fight,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>dont be a</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>coward&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C65.70</td>
<td>Hot</td>
<td>NAG</td>
<td>GEN</td>
</tr>
</tbody>
</table>

Table 5: Data preprocessing performed on the available dataset for both subtasks

<table>
<thead>
<tr>
<th>ID</th>
<th>Original Text</th>
<th>Processed Text</th>
<th>Label sub-task EN-A</th>
<th>Label sub-task EN-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>C68.872</td>
<td>Nice video..</td>
<td>nice video</td>
<td>NAG</td>
<td>NGEN</td>
</tr>
<tr>
<td>C10.689</td>
<td>She is a</td>
<td>she is a traitor of India</td>
<td>OAG</td>
<td>NGEN</td>
</tr>
<tr>
<td></td>
<td>traitor of</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>India</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C32.128</td>
<td>&quot;Wrong</td>
<td>wrong message for youth.</td>
<td>CAG</td>
<td>NGEN</td>
</tr>
<tr>
<td></td>
<td>message for</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>youth.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fight,</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>dont be a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>coward&quot;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C65.70</td>
<td>Hot</td>
<td>hot</td>
<td>NAG</td>
<td>GEN</td>
</tr>
</tbody>
</table>

3.4. Embeddings

Recently, word embeddings widely used in NLP applications and their research, where word embedding aims to obtain the vector representation of the input of textual data to input numeric for deep neural networks. Word embeddings tend to capture the semantic features for each word and the linguistic relationship among them, whereas these embeddings help to improve system performance in several NLP domains (e.g text mining). Since 2003 (Bengio et al., 2003) has been started to generate word embedding using neural probabilistic language model, then Word2Vec by (Mikolov et al., 2013), Glove (Pennington et al., 2014), AraVec (Soliman et al., 2017) and the recent model ElMo Embedding by (Peters et al., 2018), BERT contextual embedding (Devlin et al., 2018), and Universal Sentence Encoder USE (Cer et al., 2018). The distributional linguistic hypothesis it’s the main intuition of word embedding idea, whereas each model has its own way to capture the semantic meaning or the idea of how they trained. Consequently, each model can capture different semantic attributes compared to other models. In this research, we depend on pre-trained sentence USE embedding to trained the developed model. It is a language representation model and sentence embedding provided by Google which aims to extract the sentence embeddings from the provided dataset. Moreover, it will become one of the state of art model for most of NLP research.

3.5. Proposed Model-(XGB-USE)

The transformer and contextual embedding added much progress in the NLP research area. In addition, it outperforms the deep learning approaches according to the promising results achieved. The transformer considered an encoder-decoder architecture applied to attention mechanisms tasks. More particularly, Google has been released Universal Sentence Encoder (USE) Cer et al. (2018) which aims to map an input sentence to vector representations, this kind of representation aims to capture
the meaning of the sentence. Moreover, Google has been released a pre-trained USE embedding using TensorFlow Hub Module \(^1\) to extract the embedding directly and find the semantic similarities for the provided sentences.

The proposed model based on transfer learning architecture that has used in common especially in image classification and computer vision (Litjens et al., 2017). Moreover, as we mentioned earlier, the applied transformers show significant results compared to deep learning approaches. For instance, USE developers created several versions of the pre-trained models such as multilingual USE to represent the semantic relationships among text as well as it could be applied as an independent classifier in different NLP domains (i.e. aggressive identification). Moreover, the extracted embedding dimension for USE is 512. In this research, we used USE2 pre-trained model to extract the sentence embedding based on transfer learning architecture to tackle the shared task problem. The XGboost, distributed gradient boosting library (XGB) classifier (Chen and Guestrin, 2016) have been built to be highly efficient. The XGB has been used as a text transfer learning model powered by the USE embedding whereas XGB considered as a powerful classifier compared to other machine learning classifiers as well as compared to deep learning. It becomes a popular method to solve NLP tasks. The reason why XGB has been used as follows: a) XGB considered as a regularized boosting technique prepared to prevent overfitting, b) it has a structure to handle the missing values, c) it is fast compared to others gradient boosting.

As we mentioned above for the sake of this research, the XGB classifier approach has been developed based on transfer learning with Universal Sentence Encoder (XGB-USE). This developed approach performed to solve the aggressive identification for the English language. USE embedding has been extracted from the pre-trained model with 512 dimensions for each input sentence before they prepared to train step using XGB. Table 6 provides more details about the value of each parameter have been used during the training step, which represents the best parameters are used. The XGB-USE architecture shown as depicted in Figure 1.

For BERT-GRU training procedure, we fine-tuned the BERT by excluding the last 3 layers as well as adding the Gaussian Noise layer followed by GRU (Chung et al., 2014) layer consist of 300 neurons, and global average pooling aims to extract the discriminative features from the past layer aims to pass them to the next layer. L2 regularization and Dropout have been used to prevent overfitting. The last layer used to predict the output predictions with a dense layer of 1 neuron, sigmoid activation function, and TruncatedNormal kernal initializers. we trained TRAC 2020 dataset without any external resources, however, in the future we will try an external dataset for the experimentation step. The the best parameter as follows: batch size= 16, optimizer= Adam, learning rate= 2e-5, and finally BERT max length= 40.

<table>
<thead>
<tr>
<th>parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding dimension (USE)</td>
<td>512</td>
</tr>
<tr>
<td># of Estimators</td>
<td>3000</td>
</tr>
<tr>
<td>Sub-sample</td>
<td>0.3</td>
</tr>
<tr>
<td>max_depth</td>
<td>5</td>
</tr>
<tr>
<td>gamma</td>
<td>0.2</td>
</tr>
<tr>
<td>objective</td>
<td>multi:softmax/ for sub-task EN-A)</td>
</tr>
<tr>
<td></td>
<td>binary:logistic/ for sub-task EN-B)</td>
</tr>
<tr>
<td>booster</td>
<td>gbtree</td>
</tr>
<tr>
<td>num_class</td>
<td>3 for sub-task EN-A</td>
</tr>
</tbody>
</table>

Table 6: The XGB classifier parameters used by grid search in the training phase

---

\(^1\)https://www.tensorflow.org/hub/api_docs/python/hub/Module
4. Results

4.1. Evaluation Measures
In order to evaluate the implemented approach, weighted F1 has been used according to the provided shared task. Moreover, the accuracy has been included to used for the comparison as well.

4.2. Discussion
Focusing on both sub-task EN-A and B for English language to tackle the problem of aggressive identification, table 7 presents the reported results for our proposed approaches for sub-task EN-A aggression identification shared task. The best results achieved with XGB-USE approach including the hyper-parameter that discussed above, where it achieves 0.6075 F1 (weighted) and 0.6833 accuracy. Moreover, the second approach has been used for the same sub-task achieves 0.5965 F1 (weighted) and 0.6758 accuracy where XGB-USE-PLL approach the same main approach including the pseudo label testing. The last approach using the fine-tuning BERT embedding with GRU where it achieves 0.5461 F1 (weighted) and 0.6392 accuracy. It’s obvious that the XGB-USE had the best results according to F1 (weighted) and accuracy.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB-USE</td>
<td>0.6075</td>
<td>0.6833</td>
</tr>
<tr>
<td>XGB-USE-PLL</td>
<td>0.5965</td>
<td>0.6758</td>
</tr>
<tr>
<td>BERT-GRU</td>
<td>0.5461</td>
<td>0.6392</td>
</tr>
</tbody>
</table>

Table 7: Results for Sub-task EN-A (where PLL pseudo label testing, USE universal sentence encoder, and XGB XGBoost classifier)

For sub-task EN-B misogynistic aggression identification shared task, table 8 presents the reported results for our proposed approaches. The best results achieved with XGB-USE approach including the hyper-parameter that discussed above, where it achieves 0.8567 F1 (weighted) and 0.8758 accuracy. Moreover, the second approach has been used for the same sub-task achieves 0.8547 F1 (weighted) and 0.8825 accuracy where XGB-USE-PLL approach the same main approach including the pseudo label testing as a feature. The last approach using the fine-tuning BERT embedding with GRU where it achieves 0.8180 F1 (weighted) and 0.8433 accuracy. It’s obvious that the XGB-USE had the best results according to F1 (weighted) and accuracy.

<table>
<thead>
<tr>
<th>System</th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB-USE</td>
<td>0.8567</td>
<td>0.8758</td>
</tr>
<tr>
<td>XGB-USE-PLL</td>
<td>0.8547</td>
<td>0.8825</td>
</tr>
<tr>
<td>BERT-GRU</td>
<td>0.8180</td>
<td>0.8433</td>
</tr>
</tbody>
</table>

Table 8: Results for Sub-task EN-B (where PLL pseudo label testing, USE universal sentence encoder, and XGB XGBoost classifier)

4.3. Results and Findings
In order to show the reported results for focusing on sub-task A table 9 shows the reported results for the top teams.

<table>
<thead>
<tr>
<th>Team</th>
<th>F1 (weighted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Julian</td>
<td>0.8029</td>
</tr>
<tr>
<td>sdhanshu</td>
<td>0.7592</td>
</tr>
<tr>
<td>Ms8qQxMbnjMgYcw</td>
<td>0.7568</td>
</tr>
<tr>
<td>zhixuan</td>
<td>0.7393</td>
</tr>
<tr>
<td>SAJA</td>
<td>0.6075</td>
</tr>
</tbody>
</table>

Table 9: Results for Sub-task EN-A compared to other teams.

For sub-task EN-B, table 10 shows the reported results for the top teams as well. The best results achieve with 0.8715 F1 (weighted) presented by (Ms8qQxMbnjMgYcw) team compared to our team (SAJA) achieved 0.8566 F1 (weighted). We can see all the results are close to each other. We are ranking number six in this sub-task.

<table>
<thead>
<tr>
<th>Team</th>
<th>F1 (weighted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ms8qQxMbnjMgYcw</td>
<td>0.8715</td>
</tr>
<tr>
<td>abaruah</td>
<td>0.8701</td>
</tr>
<tr>
<td>na14</td>
<td>0.8579</td>
</tr>
<tr>
<td>sdhanshu</td>
<td>0.8578</td>
</tr>
<tr>
<td>SAJA</td>
<td>0.8566</td>
</tr>
</tbody>
</table>

Table 10: Results for Sub-task EN-B compared to other teams.

The figure 2 shows the confusion matrix of our best model of sub-task EN-A all for the three classes, it’s clear that the XGB-USE model is performing well at classifying the non-aggressive (NAG) inputs compared to other classes. However, figure3 represents the confusion matrix for sub-task EN-B obviously the XGB-USE model is performing better for detecting the non-gendered ‘NGEN’ class compared to gendered ‘GEN’ class.

5. Conclusion
In this paper, we presented our participation to TRAC 2020 shared task on aggression identification in the English language for both sub-task EN-A and EN-B. Combination of transformers have been developed to solve the provided problem, XGB-USE has been used as the main approach for this paper which extracts the USE embeddings to performs transfer learning using XGB classifier. We have been ranked fourteenth out of sixteen teams for sub-task EN-A. For sub-task EN-B, we have been ranked six out of fifteen teams which are encouraging results especially the difference between our results and the top ranked teams are very close.

This paper shows that the developed model produced great results compared to deep learning approaches and transfer learning with BERT transformers. We have used a reference dataset that provided for the TRAC 2020 shared task on aggression identification multilingual languages. The
best-reported results for sub-task EN-A achieved 0.6075 F1 (weighted) and 0.8567 F1 (weighted) for sub-task EN-B.

In the future, we will use several features and analyze them to get the best features for aggression detection. Moreover, we will study the impact of data augmentation types on the performance of various ML models.
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Abstract
This paper describes our participation to the TRAC-2 Shared Tasks on Aggression Identification. Our team, FlorUniTo, investigated the applicability of using an abusive lexicon to enhance word embeddings towards improving detection of aggressive language. The embeddings used in our paper are word-aligned pre-trained vectors for English, Hindi, and Bengali, to reflect the languages represented in the shared task datasets. The embeddings are retrofitted to a multilingual abusive lexicon, HurtLex. We experimented with an LSTM model using the original as well as the transformed embeddings and different language and setting variations. Overall, our systems placed toward the middle of the official rankings based on weighted F1 score. Furthermore, the results on the development and test sets show promise for this novel avenue of research.

Keywords: embeddings, retrofitting, abusive lexicon

1. Introduction

Abusive language is a broad term encompassing several linguistic patterns linked to phenomena such as offensive language, aggressive language or hate speech. Abusive language is a strong signal to detect problematic use of languages, e.g., in cases of cyberbullying, misogyny, racism, or trolling. Aggressive language is any form of natural language written or spoken with the intention of hurt. It is typically offensive, although a growing number of studies are recently modeling covert, or implicit, abuse (Caselli et al., 2020).

In the Natural Language Processing (NLP) field, the automatic detection of abusive language, and related phenomena such as aggressiveness and offensiveness, is traditionally approached in a supervised fashion, with or without the support of language resources such as lexicons and dictionaries. A large part of recent research in many NLP tasks has employed deep learning based on word or character embeddings, for example, see Gamberik and Sikdar (2017), Pavlopoulos et al. (2017), Mishra et al. (2018), and Zhang et al. (2018), among others. Abusive language detection is no exception, as highlighted by the characteristics of the participating systems to the most recent and popular evaluation campaigns for offensive language (Zampieri et al., 2019) and hate speech detection (Basile et al., 2019).

In this paper, we describe the systems we submitted for detecting aggression in the context of the TRAC-2 shared task (Kumar et al., 2020). This task was designed as a two-fold open challenge on detecting aggression in English, Hindi, and Bengali social media posts and then detecting misogynistic aggression in the same posts. Our systems utilize word embeddings that are retrofitted to an abusive language lexicon (Bassignana et al., 2018) and then used by an LSTM Short-Term memory (LSTM) network model to predict labels. We retrofitted the word embeddings so that words that are found in the same categories in the lexicon end up closer together in the vector space. The retrofitting technique has been applied before for semantic lexicons, however it has never been applied to hate or abusive lexicons or similar.

2. Related Work

Recent related work in this field has focused on various tasks in different languages, for example: abuse (Waseem et al., 2017), gender- or ethnic-based hate speech (Basile et al., 2019), misogyny (Fersini et al., 2018) and aggression (Kumar et al., 2018), among others. The methods in recent literature utilize deep learning based on a plethora of models (e.g. RNNs or CNNs or BERT, see for instance Mishra and Mishra (2019) on Hate Speech Identification) and have used character or word embeddings, subword units, etc. A recent survey is given by Mishra et al. (2019).

Language resources also provide substantial support to tasks like abusive language detection (Wiegand et al., 2018), misogyny identification (Pamungkas et al., 2018a; Pamungkas et al., 2018b) or hate speech detection (Davidson et al., 2017). HurtLex\(^1\) (Bassignana et al., 2018) is a multilingual lexicon of offensive words, created by semi-automatically translating a handcrafted resource in Italian by linguist Tullio De Mauro (called Parole per Ferire, “words to hurt”) (De Mauro, 2016) into 53 languages. Lemmas in HurtLex are associated to 17 non-mutually exclusive categories, plus a binary macro-category indicating whether the lemma reflects a stereotype. The number of lemmas in any language of HurtLex is in the order of thousands, depending on the language, and they are divided into the four principal parts of speech: noun, adjective, verb, and adverb. The lexicon includes conservative entries with a higher level of confidence of being offensive, and inclusive entries. In this work, we employ HurtLex version 1.2, comprising 8,228 entries for English, 2,209 for Hindi, and 994 for Bengali. It should be noted that code-switching is a phenomenon in HurtLex, with many English lemmas present in the Hindi and Bengali lexicons.

Retrofitting. Although embeddings have been shown to be successful in the wider field of NLP and specifically in abusive language detection, they do not take into account semantic relationships among words, such as synonyms or antonyms. One well-cited technique that addresses this issue is the retrofitting technique proposed by Faruqui et al.

\(^1\)https://github.com/valeriobasile/hurtlex
This technique uses belief propagation to transform the original embeddings based on relationships it finds in a lexicon so that words that are related end up closer together in the vector space. The original paper used semantic lexicons such as the Paraphrase database (Ganitkevitch et al., 2013, PPDB) to extract synonym relationships, while in this paper we utilize an abusive lexicon and leverage its categorization of the words. Earlier work of an author of this paper examined the use of retrofitting in the context of abusive language detection (Koufakou and Scott, 2019; Koufakou and Scott, 2020), but that work used semantic lexicons, rather than an abusive lexicon. Outside of this field, retrofitting has been successfully applied in other applications, for example the classification of cancer pathology reports by Alawad et al. (2018), utilizing medical resources for a lexicon.

More recently, other methods have been presented that are related to retrofitting: for example, Mrkšić et al. (2017) proposed ATTRACT-REPEL, which utilizes the semantic lexicon to use antonym in addition to synonym relationships. Such methods, however, are based on opposition relations, which are unfit to be adapted to a resource like a hate lexicon. Therefore, we found that the retrofitting method is the most efficient and easy to implement for our purpose, being applicable to a hate lexicon with slight modifications.

### 3. Methodology and Data

The multilingual annotated data provided by the TRAC-2 workshop organizers are described in Bhattacharya et al. (2020). They included data in three different languages: English, Hindi, and Bengali. The shared task comprises two sub-tasks: sub-task A was Aggression Identification and sub-task B was Misogynistic Aggression Identification. For sub-task A, the data provided were labeled as “Overtly Aggressive” (OAG), “Covertly Aggressive” (CAG) and “Non-aggressive” (NAG). The data came as 5,000 annotated records from social media each in Bangla (in both Roman and Bengali script), Hindi (in both Roman and Devanagari script) and English for training and validation (development set). The data for sub-task B were the same records as for sub-task A with annotations for “Gendered” (GEN) or “Non-Gendered” (NGEN).

We used the TRAC-2 data for all experiments, and also augmented the train set with training data from TRAC-1 (Kumar et al., 2018), the first edition of the shared task, when applicable. For example, we used the English train data from TRAC-1 and English train data from TRAC-2 for sub-task A English. In contrast, we did not use any additional train data for the Bengali tasks (A or B), as it was not available in TRAC-1. Table 1 shows the distribution of the three labels for each of the sets we used for training (train) and validation (dev) related to sub-task A. As shown in the table, the ‘Non Aggressive’ (NAG) label is the vast majority for all sets, except in the case of the augmented Hindi train dataset (denoted in the table as HIN train++).

Table 2 shows the distribution of GEN versus NGEN labels for the data and sub-task B. As we see in Table 2, the data are very imbalanced with the ‘Non Gendered’ (NGEN) class as the vast majority label. For this sub-task, we only used TRAC-2 data, as TRAC-1 did not have specific gender labels for their data.

For our experiments, we started with pre-processing and tokenizing the text. For pre-processing the text, we used the Ekphrasis tool (Baziotis et al., 2017) and regular expressions adapted from Raiyani et al. (2018), a paper from TRAC-1. We also normalized emojis\(^2\) and applied basic tokenization. We applied pre-trained embeddings to the resulting vocabulary. The embeddings that worked the best for the data according to our experimentation were the models provided by FastText\(^3\). We specifically used the 25-dimensional\(^2\) aligned version of the word embeddings in English, Hindi, and Bengali, in order to encode code-switched messages.

A few examples of the data provided by the shared task that show the code-switching and different labels are included below:

1. *jite wrong kah rhn wo sare bi sexual hnhh because its prove that all homophofic are always homosexual* (from the English train set, NAG, and GEN)

2. *Bhai I just hope that jab aapki beti college ke pehle din entrance exam me rank lauke admission le tab koi chutiya bewdaa class me jaake ye na bole ki wo meri property hai sab durr rehna usse.* (from the Hindi train set, OAG and NGEN)

\(^{2}\)https://pypi.org/project/emoji

\(^{3}\)https://fasttext.cc

\(^{4}\)We started experimenting with larger embeddings, but, due to time constraints, we participated to the shared task with the 25-dimensional setting. We are currently carrying out further experiments with larger models.
Best review. Khup negatives reviews milale Kabir singh la.. Filmi corporation chya Suchitra tyagi tar Vish okalay tichya review madhe.. Go to masses man.. (from the English train set, truncated, NAG and NGEN)

We experimented with retrofitting these embeddings to the HurtLex lexicon (Bassignana et al., 2018). In particular, we considered the relationship between words that belong to the same category in HurtLex, and applied retrofitting based on such symmetric relation. We only considered “conservative” entries in HurtLex, which are supposed to contain less ambiguous terms and therefore less noise, although inducing a smaller coverage.

For each word in our vocabulary, we looked up the relative lemma in HurtLex and found the unique categories the word belongs to. We then created a set of words, which is the union of all words in these categories. This set of words becomes the lexicon for retrofitting. Finally, for all the vectors corresponding to these words, we applied a retrofitting process using code similar to the code found online provided by the original paperootnote{https://github.com/mfaruqui}. We kept all constants and steps in the method the same as in the original code.

As the data came in three different languages, we experimented with different combinations of languages for the embeddings: for example, we applied English-only pre-trained embeddings to English data, as well as English and Hindi pre-trained embeddings to English data. Also, Hurtlex contains lexicons for different languages, we were able to experiment with English, Hindi, and Bengali combinations for the retrofitting as well. For example, we used English and Hindi word aligned vectors, for all terms that have a match in our vocabulary. We then retrofitted these vectors using first Hurtlex English and then Hurtlex Hindi as the lexicon.

We implemented our models with the Keras library for Python. First we used an Embedding Layer with Trainable set to True, which fed into an LSTM with 8 nodes. This was followed by a dropout of 0.5, and finally a dense layer with softmax or sigmoid activation, corresponding to the sub-task. As loss functions, we used categorical cross entropy or binary entropy according to the sub-task, Adam optimizer, 10 epochs, and batch size of 64 (if we used only the TRAC-1 train set) or 256 (if we augmented the train set with the equivalent TRAC-1 train set).

Among the submissions for Sub-task A in Bengali, we also introduced a baseline system based on a Support Vector Machine trained on unigrams and TF-IDF, for comparison, since three runs were allowed for submission.

4. Results

We participated to both sub-tasks in all three languages provided by the shared task. In all settings, our systems ranked toward the middle of the official rankings based on weighted F1 score.

4.1. Sub-task A: Aggression Identification

In sub-task A, our systems ranked 9th out of 16 in English, and 5th out of 10 in Hindi and Bengali. Table 3 shows the results of all the runs we submitted. We included accuracy as well as macro-averaged F1 score in order to get a clearer picture of the experimental results. We also provided the weighted F1 for the best system as it was provided by the organizers of the task (weighted F1 was the only metric provided for other systems).

In this task, we used several combinations of pre-trained word embeddings from FastText, and retrofitted them on HurtLex extracting the categories of words in one or more language at a time. The combinations that worked better during development, therefore subject to the final submission to the shared task, all involved English, even on the Hindi and Bengali data, probably because the beneficial effect of the larger coverage of resources in such language. For example, using only Bengali FastText word-aligned vectors covered only 25 percent of the vocabulary in the BEN-A sub-task data, but after adding the English FastText word-aligned vectors the coverage of the vocabulary was 60 percent.

Moreover, for some runs, we concatenated the training set of TRAC-1 to the training data, which proved beneficial in the Hindi case according to weighted F1 and to English according macro F1. We observed that the performance on the development set was always improved by augmenting the train set with the TRAC-1 data. Additionally, the effect of retrofitting in this task is mixed, sometimes helping the performance, while other times lowering it.

Another interesting observation comes from the confusion matrices. For English sub-task A (see Figure 1), the matrix shows NAG (‘Non Aggressive’) as the large majority, which is what we observed in the TRAC-2 train and development sets (see Table 1). In contrast, for Hindi sub-task A, the confusion matrix (see Figure 2) shows that OAG (‘Overtly Aggressive’) is the larger class. Moreover, our best models are slightly biased towards overt aggression in English and Bengali (Figures 1 and 3), but biased towards covert aggression in Hindi (Figure 2).
Table 3: Results for Sub-task A: Aggression Identification.

<table>
<thead>
<tr>
<th>Language</th>
<th>System</th>
<th>Embellishments</th>
<th>HurtLex</th>
<th>Augmented with</th>
<th>F1 (weighted)</th>
<th>F1 (macro)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>EN+HIN</td>
<td>EN+HIN</td>
<td>.677</td>
<td>.564</td>
<td>.714</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN</td>
<td>.622</td>
<td>.512</td>
<td>.670</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN TRAC-1</td>
<td>.676</td>
<td><strong>.585</strong></td>
<td>.676</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN TRAC-1</td>
<td>.802</td>
<td></td>
<td>.747</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>EN+HIN</td>
<td>EN+HIN</td>
<td>.725</td>
<td><strong>.650</strong></td>
<td>.714</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN</td>
<td>.705</td>
<td>.629</td>
<td>.695</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN TRAC-1</td>
<td>.726</td>
<td><strong>.649</strong></td>
<td>.720</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN TRAC-1</td>
<td>.813</td>
<td></td>
<td>.753</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bengali</td>
<td>none (SVM)</td>
<td>none (SVM)</td>
<td>.742</td>
<td>.671</td>
<td>.758</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+BEN</td>
<td>EN+BEN</td>
<td>.746</td>
<td><strong>.672</strong></td>
<td>.763</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+BEN</td>
<td>EN+BEN</td>
<td>.730</td>
<td>.644</td>
<td>.750</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Best TRAC-2 system

Table 4: Results for Sub-task B: Misogynistic Aggression Identification.

<table>
<thead>
<tr>
<th>Language</th>
<th>System</th>
<th>Embellishments</th>
<th>HurtLex</th>
<th>Augmented with</th>
<th>F1 (weighted)</th>
<th>F1 (macro)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>EN</td>
<td>EN</td>
<td>.830</td>
<td>.628</td>
<td>.847</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>EN (5 cat.)</td>
<td>.829</td>
<td>.620</td>
<td>.848</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN (5 cat.)</td>
<td>.838</td>
<td><strong>.649</strong></td>
<td>.852</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN (5 cat.)</td>
<td>.871</td>
<td></td>
<td>.790</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>EN+HIN</td>
<td>EN+HIN (5 cat.)</td>
<td>.770</td>
<td>.768</td>
<td>.774</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN (5 cat.)</td>
<td>.771</td>
<td><strong>.769</strong></td>
<td>.774</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIN</td>
<td>HIN (5 cat.)</td>
<td>.762</td>
<td>.760</td>
<td>.765</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+HIN</td>
<td>EN+HIN (5 cat.)</td>
<td>.878</td>
<td></td>
<td>.802</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bengali</td>
<td>EN+BEN</td>
<td>EN+BEN (5 cat.)</td>
<td>.869</td>
<td><strong>.761</strong></td>
<td>.872</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+BEN</td>
<td>EN+BEN (5 cat.)</td>
<td>.867</td>
<td>.748</td>
<td>.877</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BEN</td>
<td>BEN (5 cat.)</td>
<td>.860</td>
<td>.736</td>
<td>.870</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+BEN</td>
<td>EN+BEN (5 cat.)</td>
<td>.939</td>
<td></td>
<td>.939</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN+BEN</td>
<td>EN+BEN (5 cat.)</td>
<td>.939</td>
<td></td>
<td>.939</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Confusion matrix for our best run in Sub-task HIN-A (EN+HIN embeddings, retrofitted on EN+HIN Hurtlex, additional data from TRAC-1).

Figure 3: Confusion matrix for our best run in Sub-task BEN-A (EN+BEN embeddings, no retrofitting).

4.2. Sub-task B: Misogynistic Aggression Identification

Similarly to the previous section, Table 4 shows the results of all the systems we submitted for sub-task B. In sub-task B, our systems ranked 9th out of 15 for English, 6th out of 10 for Hindi, and 7th out of 8 for Bengali (all the rankings were based on weighted F1 score).

For this sub-task, as the focus is on gender, we explored using only categories in the HurtLex lexicon that relate to gender and misogyny. This is denoted in the Tables as “5 cat.” which stands for “5 categories”. This approach was
inspired by Pamungkas et al. (2018b), who also explored the application of a selection of HurtLex categories to automatic misogyny identification. Specifically, the categories we selected from HurtLex are the following, as in the aforementioned studies (Pamungkas et al., 2018a; Pamungkas et al., 2018b):

- **ASF**: female genitalia
- **ASM**: male genitalia
- **DDF**: physical disabilities and diversity
- **DDP**: cognitive disabilities and diversity
- **PR**: words related to prostitution

From the results, we observe that retrofitting using these categories in HurtLex leads to the best performance for English and Hindi when both English and Hindi parts of HurtLex are used as the lexicons for retrofitting, but not for Bengali (possibly due to the smaller coverage of the resource for this language).

Looking more closely into the predictions of our best runs for this sub-task, the confusion matrices depicted in Figures 4–6 show a similar situation. In all three languages, our classifiers are quite conservative with respect to the gendered class, with roughly twice as many (depending on the language) GEN→NGEN misclassifications than NGEN→GEN.

### 5. Conclusion

In this report, we presented our systems submitted to the TRAC-2 shared task on aggression identification. We participated to both sub-tasks (aggression and gendered aggression) in the three languages proposed by the organizers. The main novelty of our proposed approach is the use of a multilingual abusive lexicon, and the implementation of a retrofitting technique on pre-trained embeddings based on such lexicon. Although our methods yielded mixed results in the general aggression identification task (Sub-task A) compared to the method without retrofitting, we show that our approach is indeed beneficial when focused on a more narrow scope, namely misogynistic aggression identification.

Despite differences in coverage, the resources used by our models are available for all the languages proposed in this shared task, as well as many more languages. We even found that the different languages actually inform each other, especially in presence of code-switched data. Future work includes exploring the effect of altering the retrofitting method and its parameters for its application to abusive lexicons as well as experimenting with different data and models. Given the success of using the categorized lexicon HurtLex for some of the subtasks, we also plan to explore the direct coding of lexical-level features based on the lexicon, in a complementary approach to retrofitting.
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Abstract
This paper describes the details of developed models and results of team AI_ML_NIT_Patna for the shared task of TRAC - 2. The main objective of the said task is to identify the level of aggression and whether the comment is gendered based or not. The aggression level of each comment can be marked as either overtly aggressive or covertly aggressive or non-aggressive. We have proposed two deep learning systems: Convolutional Neural Network and Long Short Term Memory with two different input text representations, FastText and One-hot embeddings. We have found that the LSTM model with FastText embedding is performing better than other models for Hindi and Bangla datasets but for the English dataset, the CNN model with FastText embedding has performed better. We have also found that the performances of One-hot embedding and pre-trained FastText embedding are comparable. Our system got 11th and 10th positions for English Sub-task A and Sub-task B, respectively, 8th and 7th positions, respectively for Hindi Sub-task A and Sub-task B and 7th and 6th positions for Bangla Sub-task A and Sub-task B, respectively among the total submitted systems.

Keywords: Cyber-aggression, Misogyny, ComMA Project, LSTM, CNN

1. Introduction
The emergence of Internet, social networks and microblogging sites have changed our lifestyles the way we communicate, share, mingle, interact, advertise and do businesses. In India, five most popular social media platforms are Facebook, WhatsApp, YouTube, Twitter and Instagram. YouTube is the most popular social media for video sharing in which we can share educational, entertaining and informational video without paying any cost. All these changes have made our society a virtual place where most of the interactions are taking place through the electronic media. But such changes do not have only positive but also some detrimental effects such as cyber-aggression (Kumari et al., 2019a), cyberbullying (Kumari et al., 2019b; Kumari and Singh, 2020), hate speech (Schmidt and Wiegand, 2017; Fortuna and Nunes, 2018), misogynistic aggression, cyber-stalking and cyber-crime. A large number of negative incidents are regularly occurring on social media creating a need for continuous monitoring of social media posts to overcome such harmful effects. The identification of cyber-aggression and misogynistic aggression can help to manage such problems. Among the most challenging issues in the identification of cyber-aggression and misogynistic aggression are multi-linguality, multi-modality and different posting styles of social media platforms. In the last few years, the research community has mainly been engaged in addressing these issues by considering these (multi-linguality, multi-modality and different posting styles of social media platforms) challenges and have provided some socio-technical solutions. Among these efforts are the works of the popular shared tasks of TRAC - 1 and HASOC - 2019 that considered the challenges of identification of cyber-aggression and hate speech on multi-lingual and multiple platforms’ comments. In both of the shared tasks, the organizers were mainly focussed on English and Hindi code-mixed comments of Facebook and Twitter and at the same time HASOC - 2019 shared task also considered the English-German code-mixed comments. Similarly, in the current shared task TRAC - 2 which comes under Communal and Misogynistic Aggression in Hindi-English-Bangla (ComMA) Project have considered the challenge of multi-linguality for three Indian languages, Hindi-English-Bangla code-mixed comments of YouTube (Ritesh Kumar and Zampieri, 2020). In this shared task, there are two subtasks: (a) Sub-task A- Level of Aggression Identification (overtly aggressive, covertly aggressive or non-aggressive) and (b) Sub-task B- Misogyny Aggression Identification (gendered or non-gendered), for each three code-mixed (English, Hindi and Bangla) languages. In this contribution, we analyze multi-lingual YouTube comments of three popular Indian languages (Hindi-English-Bangla) provided by TRAC - 2 organizers. We have worked for each dataset and each subtask. For this, we have implemented two popular deep learning models: Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM), and two embedding techniques: One-hot and pre-trained FastText embeddings as input representation for these deep learning models. We have found that single-layer CNN and single-layer LSTM networks have performed better than multi-layered CNN and multi-layered LSTM networks and the LSTM model is performing better than the CNN model for Hindi and Bangla datasets but for English dataset, CNN model is performing better than LSTM model. We have also found that as an input representation, pre-trained FastText embedding is better than other pre-trained embedding methods and the perfor-
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mance of One-hot embedding is similar to the performance of pre-trained FastText embedding.
The rest of the paper is framed as follows. The related works are briefly presented in Section 2. Our proposed framework for Cyber-aggression and Misogyny aggression detection is presented in Section 3. The finding of the proposed systems and analysis of the results are presented in Section 4. Finally, we conclude the paper in Section 5 by pointing out the future direction.

2. Related Work

Identification of aggression in social media is closely related to cyberbullying, hate speech, offensive and abusive language identification. In this section, we have briefly discussed some recently published relevant papers on aggression, cyberbullying, hate speech, offensive, and abusive language identification.

Burnap and Williams (2015) used ensemble techniques to detect racism type hate speech on Twitter and achieved a weighted F1-Score of 0.77 by voted ensemble of Random Forest, Support Vector Machine (SVM) and Logistic Regression classifiers. Malmasi and Zampieri (2017) analyzed methods for detecting hate speech of English tweets by differentiating hate speech from general profanity. They used character n-grams, word n-grams and word skip-grams features and got an accuracy of 0.78. David-son et al. (2017) created a dataset for abusive language identification and categorizes the tweets among hate, offensive or neither (neither hate nor offensive). They have reported that the racist and the homophobic tweets generally come under hate class and the sexist tweets generally come under offensive class. They used Logistic Regression, Naive Bayes, Decision Trees, Random Forests and SVM to classify the tweets in three classes and concluded that the comment which does not have any abusive word is very difficult to detect. Malmasi and Zampieri (2018) discussed the challenges appearing in the process of identification of hate speech in social media and distinguished hate speech from profanity. Their claimed accuracy was 0.80 by using ensemble methods. Zampieri et al. (2019a) created a dataset of 14,000 English tweets for three different tasks and named the dataset as Offensive Language Identification Dataset (OLID). They also described the similarities and dissimilarities between OLID and earlier datasets for aggression detection, hate speech detection and similar tasks. These three different tasks were - Task 1: Offensive language detection (the tweet is either offensive or not-offensive), Task 2: Type of offense (Targeted insult or Un-targeted insult) and Task 3: Target of insult or threat (either individual or group or other). Zampieri et al. (2019b) analyzed all the submitted systems of the OffensEval 2019 tasks on the OLID dataset and highlighted the issues in separating the comments having profanity from those threatening comments which do not carry profane language.

Some recent works (Chatzakou et al., 2017; Chen et al., 2018; Raiyani et al., 2018; Modha et al., 2018; Samghabadi et al., 2018; Risch and Krestel, 2018) tried to solve Cyber-aggression issues. The works by Chatzakou et al. (2017) and Chen et al. (2018) are focussed on a particular platform (Twitter) and standard English text for aggression detection, which is not equally applicable to multi-lingual cases and for other social media platforms. Chatzakou et al. (2017) found improved accuracy after combining user and network-based features with text-based features. They got overall precision and recall of 0.72 and 0.73, respectively. Chen et al. (2018) used Convolutional Neural Network (CNN) and sentiment analysis method and reported an accuracy of 0.92. Some researchers of TRAC - 1 shared task (Raiyani et al., 2018; Risch and Krestel, 2018; Modha et al., 2018; Samghabadi et al., 2018) worked on the aforesaid challenges and achieved limited success due to the provided data being very noisy, unbalance and multi-lingual. Some participants (Risch and Krestel, 2018; Modha et al., 2018; Samghabadi et al., 2018) tried ensemble learning methods with various machine learning classifiers and many deep learning models and achieved better performance. The other group of researchers (Risch and Krestel, 2018; Aroyehun and Gelbukh, 2018) applied data augmentation with the help of machine translation using different languages (French, German, Spanish and Hindi) by preserving the meaning of comments with different wording and found better training result for such enlarged dataset. Raiyani et al. (2018) used three layers of dense system architecture with One-hot encoding. They found that simple three-layers of the fully connected neural network model with One-hot encoding performed better than complex deep learning models, but their system suffered from false-positive cases and they omitted the words not found in the vocabulary. Kumari and Singh (2019) proposed a four-layered CNN model with three different embedding techniques: One-hot, GloVe and FastText embeddings to detect different classes of abusive language for multi-lingual text comments of Facebook and Twitter on HASSOC - 2019 shared task. They found that FastText and One-hot embeddings performed better than other pre-trained models. The work Kumari and Singh (2019) motivated us to adopt a similar approach for TRAC - 2 shared tasks because here also the tasks are multi-lingual and the data provided are noisy. In this paper, we have addressed the multi-lingual issue of social media post considering YouTube comments in Indian scenario by applying two deep learning models with different types of word embeddings.

3. Methodology and Data

This section presents the descriptions of used datasets and proposed methods. First, we discuss the three different datasets in Section 3.1 and then we explain the details of the proposed approach in Section 3.2.

3.1. Dataset Description

We have used the datasets of the shared task of TRAC - 2.

The provided datasets are of English, Hindi and Bangla. The shared task contains two subtasks: Sub-task A (Aggression Identification) and Sub-task B (Misogyny Aggression Identification). Sub-task A is a three-class problem, where the comments are classified into Overtly Aggressive (OAG), Covertly Aggressive (CAG) and Non-Aggressive (NAG) classes. The comment having direct aggression is
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labelled as OAG comment, the comment having indirect aggression is labelled as CAG comment and the comment that does not have any type of aggression is labelled as NAG comment. Sub-task B is misogyny aggression identification, which is a binary classification task and is labelled as Gendered (GEN) and Non-gendered (NGEN). The comment in which attack is because of someone being a woman, or a man or a transgender is labelled as GEN otherwise the comment is labelled as NGEN. For the training of the proposed models for English and the Hindi Sub-task A, we have also used TRAC - 1 (Kumar et al., 2018) datasets. The organizers of TRAC - 2 shared tasks have provided three sets (Training, Validation and Test sets) of datasets for each language. The class-wise description of all the three datasets of TRAC - 2 is given in Table 1 where S refers the number of samples in each class. The class information has been given only for Training and Validation (or Dev) sets but this information has not been given for Test sets at the time of competition. The more detailed explanation of data collection and labelling is discussed in Bhattacharya et al. (2020). The comments are having lots of Emojis. We have not done any pre-processing of data.

3.2. Proposed Method

In this subsection, we describe our best three runs for both the subtasks (Sub-task A and Sub-task B) of each (English, Hindi and Bangla) dataset in detail. First, we have implemented Convolutional Neural Network (CNN) with pre-trained FastText (Joulin et al., 2016) embedding as input representation for the CNN model and have named the system as Run1_CNN_FastText. Then, we have tried One-hot embedding as input representation for the CNN model and have named the system as Run2_CNN_One-hot. But we have found that pre-trained FastText embedding is performing better than One-hot embedding in the validation phase. Therefore, next, we have tried Long Short Term Memory (LSTM) with pre-trained FastText (Joulin et al., 2016) embedding and have named the system as Run3_LSTM_FastText. In the following paragraphs, we discuss the systems in detail.

3.2.1. Input Representation

The deep learning model takes input as the embedding layer, which encodes each token in the dataset used by the model. We have experimented with three popular embedding techniques: pre-trained GloVe, FastText and One-hot embeddings. In One-hot embedding, we assigned each distinct word/token of the dataset with a unique index value (integer value). Then each comment is represented by a one-dimensional vector of the vocabulary size of the dataset. We have used embedding dimension 300 for both pre-trained GloVe and FastText embeddings and the embedding dimension of the size of vocabulary for One-hot embedding. Since all the comments are not of equal length so we have used padding to make them equal. We have padded each comment to the average length of the comments. We have used post padding to make comment length 26, 35 and 30 for English, Hindi and Bangla datasets, re-

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Set</th>
<th>Sub-task</th>
<th>Class</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Training</td>
<td>A</td>
<td>OAG</td>
<td>435</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>453</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>3375</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>309</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>3954</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>4263</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>A</td>
<td>OAG</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>117</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>836</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>993</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>1066</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>A</td>
<td>OAG</td>
<td>286</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>224</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>690</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>1025</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>Training</td>
<td>A</td>
<td>OAG</td>
<td>910</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>829</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>2245</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>661</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>3323</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>3984</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>A</td>
<td>OAG</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>211</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>578</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>152</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>845</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>997</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>A</td>
<td>OAG</td>
<td>684</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>191</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>325</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>567</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>633</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bangla</td>
<td>Training</td>
<td>A</td>
<td>OAG</td>
<td>850</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>898</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>2078</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>712</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>3114</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>3826</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>A</td>
<td>OAG</td>
<td>217</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>218</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>522</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>191</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>766</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>957</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>A</td>
<td>OAG</td>
<td>251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CAG</td>
<td>225</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAG</td>
<td>712</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>GEN</td>
<td>202</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NGEN</td>
<td>986</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both A and B Total</td>
<td>1188</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
respectively. The comment having larger length is truncated up to average length and the comment having smaller than average length is appended zeros to make the length equal to average length. While experimenting, we have found that pre-trained FastText embedding is performing better than pre-trained GloVe embedding and we have also found that the performance of One-hot embedding is comparable to the performance of pre-trained FastText embedding. So, we are reporting the best three runs for the TRAC - 2 shared task obtained by pre-trained FastText and One-hot embeddings.

3.2.2. Deep Learning Models

We have done experiments with two popular deep learning models: Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM). In the CNN model, we have implemented one convolutional layer with 128 filters having a filter size of 3 and Rectified Linear Unit (ReLU) as an activation function. Then we have used one max-pooling layer of size 5 followed by flatten layer. After that, we have applied two dense layers of size 256 and 2 or 3 depending upon subtask (the size of last dense layer is 3 for Sub-task A and 2 for Sub-task B) with activation function as ReLU in the first dense layer. We have used dropout of 0.5 in between two dense layers and in between max-pooling and flatten layer.

For the LSTM model, we have implemented one layer of LSTM with 192 LSTM units with both dropout and recurrent dropout of 0.2 followed by one dense layer of size 3 or 2 depending upon subtask as is done for CNN model. We have applied the Categorical cross-entropy and Binary cross-entropy as loss function for Sub-task A and Sub-task B, respectively, and Adam is used as optimizer function for both CNN and LSTM models. In both CNN and LSTM models, we have applied Softmax (for Sub-task A) or Sigmoid (for Sub-task B) for the last dense layer depending on the type of problem. We have trained every system for 100 epochs with a batch size of 100.

We have trained our systems with training sets and validated with validation (Dev set) sets of the datasets provided by TRAC - 2 but for Sub-task A of English and Hindi dataset, we have trained our systems with both TRAC - 1 and TRAC - 2 datasets. We have repeated the experiments with varying number of layers of CNN and LSTM networks but did not get any improvement in performance. So, we have decided to use a single-layer CNN and single-layer LSTM networks.

4. Results

This section presents the results and analysis of validation and test sets of all the three datasets provided by TRAC - 2 organizers in terms of weighted F1-Score (as a primary performance metric) and accuracy. In this section, F1-Score refers to weighted F1-Score in all the tables. The validation results for subtasks of each dataset are shown in Table 2. The best three runs for each test set on each dataset are shown in Tables 3 and 4 for Sub-task A and for Sub-task B, respectively, where Acc stands for Accuracy. Each table shows the results obtained by the best three systems for each dataset either Sub-task A or Sub-task B.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sub-task</th>
<th>System</th>
<th>F1-Score</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>A</td>
<td>CNN, FastText</td>
<td>0.74</td>
<td>0.6667</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>CNN, FastText</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td>A</td>
<td>CNN, FastText</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>CNN, FastText</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Bangla</td>
<td>A</td>
<td>CNN, FastText</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>CNN, FastText</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CNN, One-hot</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM, FastText</td>
<td>0.85</td>
<td></td>
</tr>
</tbody>
</table>

From the Table 3 and Table 4, it is observed that the CNN model with FastText embedding is performing better than the other two models for English dataset and the LSTM models with FastText embedding is performing better than the other two models for Hindi and Bangla datasets. Figures 1, 2, 3, 4, 5 and 6 show the confusion matrix of the best results obtained by us for the different datasets for both the subtasks.

We have found that the LSTM model is performing better than the CNN model for Hindi and Bangla datasets whereas the CNN model is performing better than the LSTM model for the English dataset. The reason behind this is that LSTM is preserving long-term dependency of comment when comments are usually longer as in the case of Hindi and Bangla dataset. Our other finding is that FastText embedding is performing better than the other embeddings especially when the data is noisy. This is because FastText embedding is capable of preserve semantics information in solving the issues related to Emoji and out of vocabulary words but One-hot embedding does not consider the semantics information.
Table 4: Results of the best three systems for test sets of Sub-task B

<table>
<thead>
<tr>
<th>Dataset</th>
<th>System</th>
<th>F1-Score</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Run1 CNN_FastText</td>
<td>0.8227</td>
<td>0.8383</td>
</tr>
<tr>
<td></td>
<td>Run2 CNN_One-hot</td>
<td>0.8099</td>
<td>0.8158</td>
</tr>
<tr>
<td></td>
<td>Run3 LSTM_FastText</td>
<td>0.8199</td>
<td>0.8450</td>
</tr>
<tr>
<td>Hindi</td>
<td>Run1 CNN_FastText</td>
<td>0.6957</td>
<td>0.6983</td>
</tr>
<tr>
<td></td>
<td>Run2 CNN_One-hot</td>
<td>0.6645</td>
<td>0.6758</td>
</tr>
<tr>
<td></td>
<td>Run3 LSTM_FastText</td>
<td>0.7363</td>
<td>0.7425</td>
</tr>
<tr>
<td>Bangla</td>
<td>Run1 CNN_FastText</td>
<td>0.7834</td>
<td>0.7702</td>
</tr>
<tr>
<td></td>
<td>Run2 CNN_One-hot</td>
<td>0.8211</td>
<td>0.8140</td>
</tr>
<tr>
<td></td>
<td>Run3 LSTM_FastText</td>
<td>0.8793</td>
<td>0.8847</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we have established the challenges of the TRAC - 2 shared task. Then we have discussed the summary of similar works. Thereafter, we have described the proposed deep learning methods (to combat the issues) which consist of two popular deep learning models: Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM), and two embedding techniques: One-hot and pre-trained FastText embeddings. We have used two different methods for input representation: One-hot and FastText embeddings for deep learning models, and our results show that FastText embedding is performing better than other embeddings in every case. To get better results,
we have tried several systems and have concluded that a single layer of CNN or LSTM networks perform better for the classification of YouTube comments. We have found that the LSTM model is performing better than the CNN model except for the English dataset. We have achieved weighted F1-Score: 66% and 82% for English Sub-task A and Sub-task B, respectively, 65% and 74%, respectively for Hindi Sub-task A and Sub-task B, and 72% for Bangla Sub-task A and 88% for Sub-task B.

The future system may integrate active learning and unsupervised learning to overcome the burden of labelling efforts.

Acknowledgements

The first author would like to acknowledge the Ministry of Electronics and Information Technology (MeitY), Government of India for the financial support during the research work through Visvesvaraya Ph.D. Scheme for Electronics and IT.

Bibliographical References


Multilingual Joint Fine-tuning of Transformer models for identifying Trolling, Aggression and Cyberbullying at TRAC 2020

Sudhanshu Mishra¹, Shivangi Prasad², Shubhanshu Mishra²
¹Indian Institute of Technology Kanpur, ²University of Illinois at Urbana Champaign
sdhanshu@iitk.ac.in, sprasad6@illinois.edu, mishra@shubhanshu.com

Abstract
We present our team ‘3Idiots’ (referred as ‘sdhanshu’ in the official rankings) approach for the Trolling, Aggression and Cyberbullying (TRAC) 2020 shared tasks. Our approach relies on fine-tuning various Transformer models on the different datasets. We also investigated the utility of task label marginalization, joint label classification, and joint training on multilingual datasets as possible improvements to our models. Our team came second in English sub-task A, a close fourth in the English sub-task B and third in the remaining 4 sub-tasks. We find the multilingual joint training approach to be the best trade-off between computational efficiency of model deployment and model’s evaluation performance. We open source our approach at https://github.com/socialmediaie/TRAC2020.

Keywords: Aggression Identification, Misogynistic Aggression Identification , BERT, Transformers, Neural Networks.

1. Introduction

The internet has become more accessible in recent years, leading to an explosion in content being produced on social media platforms. This content constitutes public views, and opinions. Furthermore, social media has become an important tool for shaping the socio-economic policies around the world. This utilization of social media by public has also attracted many malicious actors to indulge in negative activities on these platforms. These negative activities involve, among others, misinformation, trolling, displays of aggression, as well as cyberbullying behaviour (Mishra et al., 2014). These activities have led to derailment and disruption of social conversation on these platforms. However, efforts to moderate these activities have revealed the limits of manual content moderation systems, owing to the scale and velocity of content production. This has allowed more and more platforms to move to automated methods for content moderation. However, simple rule based methods do not work for subjective tasks like hate-speech, trolling, and aggression identification. These limitations have moved the automated content moderation community to investigate the usage of machine learning based intelligent systems which can identify the nuance in language to perform the above mentioned tasks more efficiently.

In this work, we utilize the recent advances in information extraction systems for social media data. In the past we have used information extraction for identifying sentiment in tweets (Mishra and Diesner, 2018) (Mishra et al., 2015), enthusiastic and passive tweets and users (Mishra et al., 2014) (Mishra and Diesner, 2019), and extracting named entities (Mishra, 2019) (Mishra and Diesner, 2016). We extend a methodology adopted in our previous work (Mishra and Mishra, 2019) on on Hate Speech and Offensive Content (HASOC) identification in Indo-European Languages (Mandl et al., 2019). In our work on HASOC, we investigated the usage of monolingual and multilingual transformer (Vaswani et al., 2017) models (specifically Bidirectional Encoder Representation from Transformers (BERT) (Devlin et al., 2019)) for hate speech identification. In this work, we extend our analysis to include a newer variant of transformer model called XLM-Roberta (Conneau et al., 2019). In this year’s TRAC (Ritesh Kumar and Zampieri, 2020) shared tasks, our team ‘3Idiots’ (our team is referred as ‘sdhanshu’ in the rankings (Ritesh Kumar and Zampieri, 2020)) experimented with fine-tuning different pre-trained transformer networks for classifying aggressive and misogynistic posts. We also investigated a few new techniques not used before, namely, joint multi-task multilingual training for all tasks, as well as marginalized predictions based on joint multitask model probabilities. Our team came second in English sub-task A, a close fourth in the English sub-task B and third in the remaining 4 sub-tasks. We open source our approach at https://github.com/socialmediaie/TRAC2020.

2. Related Work

The shared tasks in this year’s TRAC focused on Aggression and Misogynistic content classification (Ritesh Kumar and Zampieri, 2020), the related work in this field focuses on a more general topic that is hate speech and abusive content detection. The abusive content identification tasks are challenging due to the lack of large amounts of labeled datasets. The currently available datasets lack variety and uniformity. They are usually skewed towards specific topics in hate speech like racism, sexism. A good description of the various challenges in abusive content detection can be found here. (Vidgen et al., 2019) The recent developments in the field of Natural Language Processing (NLP) have really spearheaded research in this domain. One of the most remarkable developments in NLP was the introduction of transformer models (Vaswani et al., 2017) using different attention mechanisms, which have become state of the art in many NLP tasks beating recurrent neural networks and gated networks. These transformer models can process longer contextual information than the standard RNNs. One of the main state of the art models in many NLP tasks are Bidirectional Encoder Representation from Transformers (BERT) models (Devlin et al., 2019). The open source transformers library by HuggingFace Inc. (Wolf et al., 2019) has made fine-tuning pre-trained trans-
former models easy. In a 2019 task on Hate Speech and Offensive Content (HASOC) identification in Indo-European Languages (Mandl et al., 2019), we had the opportunity to try out different BERT models (Mishra and Mishra, 2019). Our models performed really well in the HASOC shared task, achieving first position on 3 of the 8 sub-tasks and being within top 1% for 5 of the 8 sub-tasks. This motivated us to try similar methods in this year’s TRAC (Ritesh Kumar and Zampieri, 2020) shared tasks using other transformer models using our framework from HASOC based on the HuggingFace transformers library.

3. Data

The data-set provided by the organizers consisted of posts taken from Twitter and YouTube. They provided us with training and dev datasets for training and evaluation of our models for three languages, namely English (ENG), Hindi (HIN) and Bengali (IBEN). For both the sub-tasks, the same training and dev data-sets were used with different fine-tuning techniques. The Aggression Identification sub-task (task - A) consisted of classifying the text data into ‘Overtly Aggressive’ (OAG), ‘Covertly Aggressive’ (CAG) and ‘Non-Aggressive’ (NAG) categories. The Misogynistic Aggression Identification sub-task (task - B) consisted of classifying the text data into ‘Gendered’ (GEN) and ‘Non-gendered’ (NNGEN) categories. For further details about the shared tasks, we refer to the TRAC website and the shared task paper (Ritesh Kumar and Zampieri, 2020). The data distribution for each language and each sub-task is mentioned in Table 1.

<table>
<thead>
<tr>
<th>Lang</th>
<th>task A</th>
<th>task B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>dev</td>
</tr>
<tr>
<td>ENG</td>
<td>4263</td>
<td>1066</td>
</tr>
<tr>
<td>HIN</td>
<td>3984</td>
<td>997</td>
</tr>
<tr>
<td>IBEN</td>
<td>3826</td>
<td>957</td>
</tr>
</tbody>
</table>

Table 1: Distribution of number of tweets in different datasets and splits.

4. Methodology

Our methods used for the TRAC (Ritesh Kumar and Zampieri, 2020) shared tasks are inspired from our previous work (Mishra and Mishra, 2019) at HASOC 2019 (Mandl et al., 2019). For the different shared tasks we fine-tuned different pre-trained transformer neural network models using the HuggingFace transformers library.

4.1. Transformer Model

For all of the sub-tasks we used different pre-trained transformer neural network models. The transformer architecture was proposed in (Vaswani et al., 2017). It’s effectiveness has been proved in numerous NLP tasks like machine translation, sequence classification and natural language generation. A transformer consists of a set of stacked encoders and decoders with different attention mechanisms. Like any encoder-decoder model, it takes an input sequence produces a latent representation which is passed on to the decoder which gives an output sequence. A major change in the transformer architectures was that the decoder is supplied with all of the hidden states of the encoder. This helps the model to gain contextual information for even large sequences. To process the texts we utilized the model specific tokenizers provided in the HuggingFace transformers library to convert the texts into a sequence of tokens which are then utilised to generate the features for the model. We utilised similar training procedures like the one used in our HASOC 2019 submission code. We investigated with two variants of transformer models, namely BERT (both monolingual and multilingual) (Devlin et al., 2019) and XLM-Robert (Conneau et al., 2019). While, for BERT we tested its in English, and multilingual versions, whereas, for XLM-Roberta we tried only the multilingual model. There are many other variants of transformers but we could not try them out because of GPU memory constraints, as these models require GPUs with very large amounts of RAM.

4.2. Fine-Tuning Techniques

For the TRAC shared tasks we investigated the following fine-tuning techniques on the different transformer models.

- **Simple fine-tuning:** In this approach we simply fine tune an existing transformer model for the specific language on the new classification data.
- **Joint label training (C):** In our approach during the HASOC (Mishra and Mishra, 2019) shared tasks we had to tackle the problem of data sparsity as the different tasks did not have enough data samples, which makes the training of deep learning models very difficult. To tackle this issue, we had combined the labels of the different shared tasks, which enabled us to train a single model for both the tasks. We tried the same approach for TRAC (Ritesh Kumar and Zampieri, 2020) although, here both tasks had the same dataset, so this did not result in an increase in the size of the dataset but it did enable us to train a single model capable of handling both the tasks. We combined the labels of the 2 sub-tasks and trained a single model for the classification. The predicted outputs were NAG-GEN, NAG-NGEN, CAG-GEN, CAG-NGEN, OAG-GEN and OAG-NGEN respectively, taking the argmax of the outputs produces the corresponding label for each task. To get the output of the respective tasks is trivial, we just have to separate the labels by the ‘-’ symbol, where the first word corresponds to sub-task A and second word corresponds to sub-task B. The models using this technique are labeled with (C) in the results table below.
- **Marginalization of labels (M):** While using the previous method, in HASOC (Mishra and Mishra, 2019) we just took the respective probability of the combined label and made our decision on the basis of that probability. A limitation of this approach is that it does not guarantee consistency.

---

1https://github.com/socialmediaie/HASOC2019
2https://github.com/huggingface/transformers
<table>
<thead>
<tr>
<th>lang</th>
<th>task</th>
<th>model</th>
<th>run_id</th>
<th>Macro-F1</th>
<th>Weighted-F1</th>
<th>rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG</td>
<td>A</td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.611</td>
<td>0.798</td>
<td>0.957</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-uncased (C)</td>
<td>4 (C)</td>
<td>0.596</td>
<td>0.795</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-uncased (M)</td>
<td>4 (M)</td>
<td>0.595</td>
<td>0.795</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased (C)</td>
<td>3 (C)</td>
<td>0.571</td>
<td>0.786</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-uncased</td>
<td>2</td>
<td>0.577</td>
<td>0.784</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased (M)</td>
<td>3 (M)</td>
<td>0.568</td>
<td>0.782</td>
<td>0.960</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.555</td>
<td>0.780</td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.550</td>
<td>0.778</td>
<td>0.941</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased</td>
<td>1</td>
<td>0.563</td>
<td>0.766</td>
<td>0.967</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>5</td>
<td>0.531</td>
<td>0.772</td>
<td>0.862</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>6 (C)</td>
<td>0.515</td>
<td>0.762</td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.512</td>
<td>0.762</td>
<td>0.823</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (M)</td>
<td>6 (M)</td>
<td>0.518</td>
<td>0.761</td>
<td>0.830</td>
</tr>
<tr>
<td>HIN</td>
<td>A</td>
<td>bert-base-multilingual-uncased</td>
<td>5</td>
<td>0.637</td>
<td>0.708</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.628</td>
<td>0.696</td>
<td>0.924</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.626</td>
<td>0.695</td>
<td>0.921</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.626</td>
<td>0.694</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (C)</td>
<td>3 (C)</td>
<td>0.616</td>
<td>0.688</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (M)</td>
<td>3 (M)</td>
<td>0.611</td>
<td>0.684</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.598</td>
<td>0.672</td>
<td>0.753</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>2</td>
<td>0.394</td>
<td>0.527</td>
<td>0.509</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>4 (C)</td>
<td>0.245</td>
<td>0.426</td>
<td>0.406</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (M)</td>
<td>4 (M)</td>
<td>0.245</td>
<td>0.426</td>
<td>0.406</td>
</tr>
<tr>
<td>IBEN</td>
<td>A</td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.698</td>
<td>0.737</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (M)</td>
<td>4 (M)</td>
<td>0.694</td>
<td>0.732</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>4 (C)</td>
<td>0.692</td>
<td>0.731</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (M)</td>
<td>3 (M)</td>
<td>0.686</td>
<td>0.729</td>
<td>0.879</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (C)</td>
<td>3 (C)</td>
<td>0.684</td>
<td>0.728</td>
<td>0.883</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased</td>
<td>5</td>
<td>0.680</td>
<td>0.726</td>
<td>0.918</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.686</td>
<td>0.726</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.683</td>
<td>0.723</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.663</td>
<td>0.710</td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>2</td>
<td>0.584</td>
<td>0.646</td>
<td>0.691</td>
</tr>
</tbody>
</table>

Table 2: Results of sub-task A for each model and each language.

In relative ranks of labels for that subtasks when combined with labels from other subtasks, i.e. $p(\text{NAG-GEN}) > p(\text{CAG-GEN})$ does not guarantee that $p(\text{NAG-GEN}) > p(\text{CAG-NGEN})$. Hence, we introduce a marginalized post processing of label to get the total probability assigned to labels of a given subtasks by marginalizing probabilities across all other subtask labels. This can be done very easily by just summing the combined labels of a particular task label. Eg. the probabilities of CAG-GEN and CAG-NGEN can be added to get the probability of the label CAG for sub-task A. This provides a stronger signal for each task label. Then, finally taking the argmax of the marginalized labels of the respective tasks, determines the output label for that task. The models using this technique are labeled with (M) in the results table below. We only use this approach for post-processing the label probabilities of the joint model. In future we plan to investigate using this marginalized approach during the training phase.

- **Joint training of different languages (ALL):** This was a technique that we previously did not experiment with in HASOC (Mishra and Mishra, 2019). Currently we do not have models dedicated to many languages, e.g., there are specific pre-trained BERT (Devlin et al., 2019) models for the English language but no such model for Hindi exists. For those languages, our only choice is to utilize a multilingual or cross-lingual model. Furthermore, as the data consisted of social-media posts, which predominantly consists of sentences containing a mix of different languages, we expected the cross-lingual models to perform better than the others. An obvious advantage of using a multi-lingual model is that it can process data from multiple languages, therefore we can train a single model for all of the different languages for each sub-task. To do so we combined the datasets of the three languages into a single dataset, keeping track of which text came from which language. This can easily be done by flagging the respective id with the respective
Table 3: Results of sub-task B for each model and each language.

<table>
<thead>
<tr>
<th>language</th>
<th>task</th>
<th>model</th>
<th>run_id</th>
<th>Macro-F1</th>
<th>Weighted-F1</th>
<th>rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG</td>
<td>B</td>
<td>bert-base-uncased (M)</td>
<td>4 (M)</td>
<td>0.757</td>
<td>0.920</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.765</td>
<td>0.878</td>
<td>0.941</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.760</td>
<td>0.939</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-uncased (C)</td>
<td>4 (C)</td>
<td>0.734</td>
<td>0.914</td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased (C)</td>
<td>3 (C)</td>
<td>0.729</td>
<td>0.931</td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.752</td>
<td>0.936</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased (M)</td>
<td>3 (M)</td>
<td>0.727</td>
<td>0.935</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-uncased</td>
<td>2</td>
<td>0.737</td>
<td>0.991</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.751</td>
<td>0.987</td>
<td>0.937</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>5</td>
<td>0.734</td>
<td>0.915</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (M)</td>
<td>6 (M)</td>
<td>0.728</td>
<td>0.807</td>
<td>0.934</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>6 (C)</td>
<td>0.711</td>
<td>0.813</td>
<td>0.933</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-cased</td>
<td>1</td>
<td>0.700</td>
<td>0.982</td>
<td>0.929</td>
</tr>
<tr>
<td>HIN</td>
<td>B</td>
<td>bert-base-multilingual-uncased</td>
<td>6</td>
<td>0.780</td>
<td>0.974</td>
<td>0.891</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.778</td>
<td>0.990</td>
<td>0.888</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.783</td>
<td>0.932</td>
<td>0.888</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.778</td>
<td>0.931</td>
<td>0.886</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (M)</td>
<td>3 (M)</td>
<td>0.760</td>
<td>0.844</td>
<td>0.882</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (C)</td>
<td>3 (C)</td>
<td>0.750</td>
<td>0.847</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.745</td>
<td>0.831</td>
<td>0.870</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>2</td>
<td>0.459</td>
<td>0.455</td>
<td>0.778</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>4 (C)</td>
<td>0.459</td>
<td>0.455</td>
<td>0.778</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (M)</td>
<td>4 (M)</td>
<td>0.459</td>
<td>0.455</td>
<td>0.778</td>
</tr>
<tr>
<td>IBEN</td>
<td>B</td>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>9</td>
<td>0.849</td>
<td>0.987</td>
<td>0.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>9 (M)</td>
<td>0.849</td>
<td>0.943</td>
<td>0.904</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>9 (C)</td>
<td>0.846</td>
<td>0.943</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased</td>
<td>6</td>
<td>0.830</td>
<td>0.975</td>
<td>0.894</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (M)</td>
<td>3 (M)</td>
<td>0.827</td>
<td>0.924</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bert-base-multilingual-uncased (C)</td>
<td>3 (C)</td>
<td>0.824</td>
<td>0.923</td>
<td>0.890</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (ALL)</td>
<td>9</td>
<td>0.792</td>
<td>0.845</td>
<td>0.873</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>4 (M)</td>
<td>0.783</td>
<td>0.835</td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base (C)</td>
<td>4 (C)</td>
<td>0.783</td>
<td>0.833</td>
<td>0.868</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xlm-roberta-base</td>
<td>2</td>
<td>0.714</td>
<td>0.743</td>
<td>0.830</td>
</tr>
</tbody>
</table>

4.4. Results and Experiments

For each language and each sub-task we experimented with different pre-trained transformer language models present in the transformers library using the various fine-tuning techniques mentioned in the previous section. The different models with their respective dev and training weighted-F1 and macro-F1 scores for sub-task A and sub-Task B are given in Table 2 and Table 3 respectively. The table fol-

---

4.3. Training

For training our models we used the standard hyperparameters as mentioned in the transformers models. We used the Adam optimizer (with $\epsilon = 1e-8$) for five epochs, with a training/eval batch size of 32. Maximum allowable length for each sequence is 128. We use a learning rate of $5e^{-5}$ with a weight decay of 0.0 and a max gradient norm of 1.0. All models were trained using Google Colab’s $^3$ GPU runtimes.

---

3https://colab.research.google.com/
Table 4: Test results of the submitted models

<table>
<thead>
<tr>
<th>lang</th>
<th>task</th>
<th>model</th>
<th>weighted-F1 dev</th>
<th>weighted-F1 test</th>
<th>rank dev</th>
<th>rank test</th>
<th>Overall Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG A bert-base-multilingual-uncased (ALL)</td>
<td>0.798</td>
<td>0.728</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-uncased (C)</td>
<td>0.795</td>
<td>0.759</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-uncased (M)</td>
<td>0.795</td>
<td>0.759</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.802</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIN A bert-base-multilingual-uncased</td>
<td>0.708</td>
<td>0.778</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>0.696</td>
<td>0.779</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>0.695</td>
<td>0.778</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.812</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBEN A bert-base-multilingual-uncased (ALL)</td>
<td>0.737</td>
<td>0.780</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>xlm-roberta-base (M)</td>
<td>0.732</td>
<td>0.772</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>xlm-roberta-base (C)</td>
<td>0.731</td>
<td>0.772</td>
<td>3</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.821</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENG B bert-base-uncased (M)</td>
<td>0.978</td>
<td>0.857</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>xlm-roberta-base (ALL)</td>
<td>0.968</td>
<td>0.844</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL) (M)</td>
<td>0.983</td>
<td>0.843</td>
<td>3</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.871</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIN B bert-base-multilingual-uncased</td>
<td>0.986</td>
<td>0.837</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL)</td>
<td>0.994</td>
<td>0.849</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>0.962</td>
<td>0.843</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.878</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBEN B bert-base-multilingual-uncased (ALL)</td>
<td>0.992</td>
<td>0.927</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bert-base-multilingual-uncased (ALL) (C)</td>
<td>0.965</td>
<td>0.926</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Best Model****</td>
<td>-</td>
<td>0.938</td>
<td>-</td>
<td>-</td>
<td>1*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5. External Evaluation

We were only provided with the weighted-F1 scores of the three submitted models in each task. Hence, only those results are mentioned in Table 4. Based on the final leaderboard, our models were ranked second in 1/6 task, third in 4/6 tasks, and 4/6 in 1/6 tasks.

5. Discussion

On the basis of the various experiments conducted using the many transformer models, we see that most of them give a similar performance, being within 2–3% of the best model. Exception being the xlm-roberta-base (Liu et al., 2019) model which showed appreciable variations. It performed extremely poorly in the Hindi sub-tasks, but with the joint training with different languages its performance increased significantly. Using the joint label training technique it performed really well in the Bengali sub-tasks whilst also being the bottom performer with the other techniques. One important thing to notice is that the joint training with different language fine-tuning technique (ALL) works really well. It was a consistent top performing model in our experiments, being the best for Bengali. In most cases, we can see that the (ALL) models were better than the base model without any marginalization or joint-training. The marginalization scheme does not change the results much from the joint label training approach. A major benefit of using joint training with different languages, is that is significantly reduces the computational cost of the usage of our models, as we have to only train a single model for multiple tasks and languages, so even if there is a slight performance drop in the (ALL) (C) or (M) model compared to the single model, usage of the (ALL) (C) or (M) model should still be preferred for its computational efficiency. Our team came second in English sub-task A, a close fourth in the English sub-task B and third in the remaining 4 sub-tasks.

6. Conclusion

From the experiments conducted for this year’s TRAC (Ritesh Kumar and Zampieri, 2020) shared tasks, we see that the (ALL) models provide us with an extremely pow-
erful approach which gives us a single model capable of classifying texts across all the six shared sub-tasks. We have presented our team 3diots's (our team is referred as ‘sdhanshu’ in the rankings(Ritesh Kumar and Zampieri, 2020)) approach based on fine-tuning monolingual and multi-lingual transformer networks to classify social media posts in three different languages for Trolling, Aggression and Cyber-bullying content. We open source our approach at: https://github.com/socialmediaie/TRAC2020
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Abstract

In recent times, the focus of the NLP community has increased towards offensive language, aggression, and hate-speech detection. This paper presents our system for TRAC-2 shared task on “Aggression Identification” (sub-task A) and “Misogynistic Aggression Identification” (sub-task B). The data for this shared task is provided in three different languages - English, Hindi, and Bengali. Each data instance is annotated into one of the three aggression classes - Not Aggressive, Covertly Aggressive, Overtly Aggressive, as well as one of the two misogyny classes - Gendered and Non-Gendered. We propose an end-to-end neural model using attention on top of BERT that incorporates a multi-task learning paradigm to address both sub-tasks simultaneously. Our team, “na14”, scored 0.8579 weighted F1-measure on the English sub-task B and secured 3rd rank out of 15 teams for the task. The code and the model weights are publicly available at https://github.com/NiloofarSafi/TRAC-2.

Keywords: Aggression, Misogyny, Abusive Language, Hate-Speech Detection, BERT, NLP, Neural Networks, Social Media

1. Introduction

Social media and the internet are overabundant with data. The number of users on the internet has increased by 83% from 2014 to 2019. In 2019, more than 500 million tweets and 4 billion Facebook messages were posted daily². Social Media has become an important and influential means of communication as it is easily accessible and provides a lot of freedom to users. Some users misuse this by engaging in trolling, cyberbullying, or by sharing aggressive, hateful, misogynistic content. Aggressive words, abusive language, or hate-speech is used to harm the identity, status, mental health, or prestige of the victim (Beran and Li, 2005; Culpeper, 2011). This type of anti-social behavior causes disharmony in society. Hence, it is becoming quite alarming, and it is crucial to address this problem. Aggression is a feeling of anger that results in hostile behavior and readiness to attack. According to Kumar et al. (2018c), aggression can either be expressed in a direct, explicit manner (Overtly Aggressive) or an indirect, sarcastic manner (Covertly Aggressive). Hate-speech is used to attack a person or a group of people based on their color, gender, race, sexual orientation, ethnicity, nationality, religion (Nockleby, 2000). Misogyny or Sexism is a subset of hate-speech (Waseem and Hovy, 2016) and targets the victim based on gender or sexuality (Davidson et al., 2017; Bhattacharya et al., 2020). It is essential to identify aggression and hate-speech in social networks to protect online users against such attacks, but it is quite time-consuming to do so manually. Hence, social media companies and government agencies are focusing on building a system that can automate the identification process. However, it is difficult to draw a distinguishing line between acceptable content and aggressive/hateful content due to the subjectivity of the definitions and different perceptions of the same content by different people, which makes it harder to build an automated AI system. Facebook published its audit report³ on civil rights, which explains its strategy to tackle abusive and hateful content. The report claims that building a complete automation system to detect hate-speech is not possible, and content moderation is unavoidable. This point brings many researchers to focus on building hate-speech/aggression detection systems since a large amount of such data is diffused in social networks. To this end, several workshops have been organized, including ‘Abusive Language Online’ (ALW) (Roberts et al., 2019), ‘Trolling, Aggression and Cyberbullying’ (TRAC) (Kumar et al., 2018b), and Semantic Evaluation (SemEval) shared task on Identifying Offensive Language in Social Media (OffensEval) (Zampieri et al., 2020).

This paper presents our system for TRAC-2 Shared Task on “Aggression Identification” (sub-task A) and “Misogynistic Aggression Identification” (sub-task B), in which we propose a BERT (Devlin et al., 2018) based architecture to detect misogyny and aggression using a multi-task approach. The proposed model uses attention mechanism over BERT to get relative importance of words, followed by Fully-Connected layers, and a final classification layer for each sub-task, which predicts the class.

2. Related Work

Hate-speech: The interest of NLP researchers in hate-speech, aggression, and sexism detection has increased recently. Kwok and Wang (2013) proposed a supervised ap-

---

¹These authors contributed equally.
²https://blog.microfocus.com/how-much-data-is-created-on-the-internet-each-day/
³https://www.theverge.com/interface/2019/7/2/20678231/facebook-civil-rights-audit-hate-speech-moderators
proach to detect anti-black hate-speech in social media platforms using Twitter data. They categorized the text into binary labels racist vs. non-racist and achieved a classification accuracy of 76%. Burnap and Williams (2015) utilized ensemble based classifier results to forecast cyber-hate proliferation using statistical approaches. The classifier captured the grammatical dependencies between words in Twitter data to anticipate the behavior to give antagonistic responses. Nobata et al. (2016) curated a corpus of user comments for abusive language detection and resorted to machine learning based approaches to detect subtle hate-speech. Schmidt and Wiegand (2017), give a detailed survey on hate-speech detection works. Gambäck and Sikdar (2017) used convolutional layers on word vectors to detect hate-speech. Other recent works (Zhang et al., 2018; Agrawal and Awekar, 2018; Dadvar and Eckert, 2018) also use deep learning based techniques to detect hate-speech. BERT Based approaches also have become popular recently (Nikolov and Radivchev, 2019; Mozafari et al., 2019; Risch et al., 2019).

Sexism: Recently, misogynistic and sexist comments, posts, or tweets on social media platforms have become quite predominant. Jha and Mamidi (2017) provided an analysis of sexist tweets and further categorize them as hostile, benevolent, or other. Sharifirad and Matwin (2019) also provided an in-depth analysis of sexist tweets and categorize them based on the type of harassment. Frenda et al. (2019) performed linguistic analysis to detect misogyny and sexism in tweets. Parikh et al. (2019) introduced the first work on multi-label classification for sexism detection and also provided the largest dataset on sexism categorization. They built a BERT based neural architecture with distributional and word level embeddings to perform the classification task.

Aggression: The first Shared Task on Aggression Identification (Kumar et al., 2018a) aimed to identify aggressive tweets in social media posts and provided datasets in Hindi and English. Samghabadi et al. (2018) used lexical and semantic features along with logistic regression for the task and obtained 0.59 and 0.63 F1 scores on Hindi and English Facebook datasets, respectively. Orasan (2018) utilized machine learning (SVM, random forest) on word embeddings for aggressive language identification. Raiyani et al. (2018) used fully connected layers on highly pre-processed data. Aroyehun and Gelbukh (2018) used data augmentation along with deep learning for aggression identification and achieved 0.64 F1 score on the English dataset. Risch and Krestel (2018) also employed a similar technique and got 0.60 F1 score for English.

3. Data

The datasets for this shared task are provided by (Bhattacharya et al., 2020) in three different languages: English, Hindi, and Bengali. For sub-task A, the data has been labeled with one out of three possible tags:

- Not Aggressive (NAG): Texts which are not aggressive. E.g., “hats off brother”.
- Covertly Aggressive (CAG): Texts that express aggression in an indirect, sarcastic manner. E.g., “You are not wrong, you are just ignorant.”.
- Overtly Aggressive (OAG): Texts which express aggression in a direct, straightforward, and explicit way. E.g., “Liberals are retards”.

For sub-task B, there are two classes:

- Gendered (GEN): Texts that target a person or a group of people based on gender, sexuality, or lack of fulfillment of stereotypical gender roles. E.g., “Homosexuality should be banned”.
- Non-gendered (NGEN): Texts that are not gendered. E.g., “you are absolutely true bro...but even politicians supports them”.

Although the perception of aggression and misogyny can vary from person to person, we found some annotations that are highly improbable. The following are some examples that are mislabeled as NAG:

- “This lady from BJP is crazy this is how u react man such a foolish and ignorant lady”
- “What a lousy moderator arnab is. Falthu show”.
- “Ha yaar babat hi chutya movie tha sab log keh raha tha badia movie tha isliye dehka bt bikul huaan tha” (It was a stupid movie. Everyone was saying it is good so I saw but it is completely stupid)
- “Brother puri movie bta di chutiya he kya” (brother you spoiled the entire movie are you an idiot)

Some examples of comments mislabeled as NGEN:

- “true feminist is Cancer”
- “Breif description but feminist is like urban terrorist and they will never understand”
- “Feminists are the next threat to our country”
- “chutiya hai ye feminists” (these feminists are idiots)

Table 1 shows statistics over the train and validation data for both sub-tasks across all available languages. From this table, we can easily find out that for both sub-tasks A and B, the train and dev sets are highly skewed towards NAG and NGEN classes, respectively.

Table 2 indicates the co-occurrence of sub-task A and sub-task B labels. NAG mostly co-occurs with NGEN. The ratio of GEN to NGEN in OAG is greater than that in NAG and CAG. Overall, in all three languages, we can observe that as the directness of aggression increases (NAG<CAG<OGA), the percentage of GEN examples also increases. In Hindi and Bengali, OAG examples are more likely to be tagged as GEN than NGEN. Based on these observations, we can say that these two sub-tasks are related.

4. System Architecture

As we saw that the sub-tasks are related to each other, we create a unified deep neural architecture, following a multi-task approach. Figure 1 illustrates the overall architecture of our proposed model. Our proposed model consists of the following modules:
<table>
<thead>
<tr>
<th>language</th>
<th>split</th>
<th>size</th>
<th>NAG</th>
<th>CAG</th>
<th>OAG</th>
<th>GEN</th>
<th>NGEND</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>train</td>
<td>4263</td>
<td>3375 (79.17%)</td>
<td>453 (10.63%)</td>
<td>435 (10.20%)</td>
<td>309 (7.25%)</td>
<td>3954 (92.75%)</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>1066</td>
<td>836 (78.42%)</td>
<td>117 (10.98%)</td>
<td>113 (10.60%)</td>
<td>73 (6.85%)</td>
<td>993 (93.15%)</td>
</tr>
<tr>
<td></td>
<td>test</td>
<td>1200</td>
<td>690 (57.50%)</td>
<td>224 (18.67%)</td>
<td>286 (23.83%)</td>
<td>175 (14.58%)</td>
<td>1025 (85.42%)</td>
</tr>
<tr>
<td>Hindi</td>
<td>train</td>
<td>3984</td>
<td>2245 (56.35%)</td>
<td>829 (20.81%)</td>
<td>910 (22.84%)</td>
<td>661 (16.59%)</td>
<td>3323 (83.41%)</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>997</td>
<td>578 (57.97%)</td>
<td>211 (21.17%)</td>
<td>208 (20.86%)</td>
<td>152 (15.25%)</td>
<td>845 (84.75%)</td>
</tr>
<tr>
<td></td>
<td>test</td>
<td>1200</td>
<td>325 (27.08%)</td>
<td>191 (15.92%)</td>
<td>217 (22.67%)</td>
<td>191 (19.96%)</td>
<td>766 (80.04%)</td>
</tr>
<tr>
<td>Bengali</td>
<td>train</td>
<td>3826</td>
<td>2078 (54.31%)</td>
<td>898 (23.47%)</td>
<td>850 (22.22%)</td>
<td>712 (18.61%)</td>
<td>3114 (81.39%)</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>957</td>
<td>522 (23.83%)</td>
<td>218 (22.78%)</td>
<td>217 (22.67%)</td>
<td>191 (19.96%)</td>
<td>766 (80.04%)</td>
</tr>
<tr>
<td></td>
<td>test</td>
<td>1188</td>
<td>712 (59.93%)</td>
<td>225 (18.94%)</td>
<td>251 (21.13%)</td>
<td>202 (17.00%)</td>
<td>986 (83.00%)</td>
</tr>
</tbody>
</table>

**Table 1: Data statistics.**

<table>
<thead>
<tr>
<th>language</th>
<th>split</th>
<th>total</th>
<th>NAG-GEN</th>
<th>NAG-GEN</th>
<th>CAG-GEN</th>
<th>CAG-GEN</th>
<th>OAG-GEN</th>
<th>OAG-GEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>train</td>
<td>4263</td>
<td>134</td>
<td>3241</td>
<td>35</td>
<td>418</td>
<td>140</td>
<td>295</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>1066</td>
<td>38</td>
<td>798</td>
<td>9</td>
<td>108</td>
<td>26</td>
<td>87</td>
</tr>
<tr>
<td>Hindi</td>
<td>train</td>
<td>3984</td>
<td>32</td>
<td>2213</td>
<td>79</td>
<td>750</td>
<td>550</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>997</td>
<td>11</td>
<td>567</td>
<td>26</td>
<td>185</td>
<td>115</td>
<td>93</td>
</tr>
<tr>
<td>Bengali</td>
<td>train</td>
<td>3826</td>
<td>129</td>
<td>1949</td>
<td>129</td>
<td>769</td>
<td>454</td>
<td>395</td>
</tr>
<tr>
<td></td>
<td>dev</td>
<td>957</td>
<td>37</td>
<td>485</td>
<td>31</td>
<td>187</td>
<td>123</td>
<td>94</td>
</tr>
</tbody>
</table>

**Table 2: Co-occurrence between sub-task labels.**

**Figure 1: Overall architecture of the proposed model.**

**BERT Layer:** We pass the input sequence of tokens to the BERT model (Devlin et al., 2018) to extract contextualized information.

**Attention Layer:** We feed the output of BERT layer to the attention mechanism proposed in Bahdanau et al. (2014). This layer computes the weighted sum of \( r = \sum \alpha_i h_i \) to aggregate hidden representations \( h_i \) of all tokens in a sequence to a single vector. To measure the relative importance of words, we calculate the attention weights \( \alpha_i \) as follows:

\[
\alpha_i = \frac{\exp(score(h_i, e))}{\sum_i \exp(score(h_i, e))}
\]

**Fully-Connected Layers:** We pass the output of the attention layer to Fully Connected (linear) layers for dimension reduction. There are two linear layers with 500 and 100 neurons, respectively.

**Classification Layer:** We feed the output of linear layers to two separate classification layers, one for predicting aggression class, and another for misogyny identification. For both cases, we use a linear layer with a softmax activation on top, which gives a probability score to the classes. The number of output neurons is three and two for sub-tasks A and B, respectively.

### 4.1. Experimental Setups

For pre-processing, we use the BERT tokenizer for text tokenization. Then, we truncate the posts to 200 tokens, and left-pad the shorter sequence with zeros. For initializing weights of the BERT layer, we use “bert-based.uncased” pre-trained weights for English and “bert-base.multilingual_cased” for Hindi and Bengali. To compute the loss between predicted and actual labels, we use Binary Cross Entropy. We calculate the sum of losses for both sub-tasks A and B. Additionally, for addressing the imbalance problem in the corpora, we add information about class weights to the loss functions for both outputs. We update the network weights using Adam optimizer (Kingma and Ba, 2014) with a learning rate of \( 1e^{-5} \); however, we do not fine-tune the BERT layer. We train the model over 200 epochs using training data and save the best model based on the F1 score obtained on the validation set. We train our models on Nvidia Tesla P40 GPU having 24 GB memory, where each epoch takes around 1.5 minutes to be completed. The code and the model weights are publicly available.

### 5. Results

Table 3 shows the weighted F1 score and accuracy of our system on all the sub-tasks. Weighted F1 score is used as...
the official metric to rank the participants by the organizers. Based on the table, misogyny is easier to detect as compared to aggression across all available languages. The possible reason could be its binary and relatively straightforward nature as compared to sub-task A, which includes three classes. Our best score is achieved on English sub-task B, where we secured 3rd rank out of 15 teams. Our system lags behind the best performance on EN-B (0.8715 F1), and BEN-B (0.9365 F1) by 0.0136 and 0.0159, respectively, which shows our system is competitive and comparable to them.

### Table 3: Results of BERT model on all sub-tasks.

<table>
<thead>
<tr>
<th>Language</th>
<th>Sub-task A</th>
<th>Sub-task B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ENG-A</td>
<td>HIN-A</td>
</tr>
<tr>
<td></td>
<td>BEN-A</td>
<td>ENG-B</td>
</tr>
<tr>
<td></td>
<td>HIN-B</td>
<td>BEN-B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>F1 (weighted)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG-A</td>
<td>0.7143</td>
<td>0.7317</td>
</tr>
<tr>
<td>HIN-A</td>
<td>0.7183</td>
<td>0.7150</td>
</tr>
<tr>
<td>BEN-A</td>
<td>0.7369</td>
<td>0.7492</td>
</tr>
<tr>
<td>ENG-B</td>
<td>0.8579</td>
<td>0.8350</td>
</tr>
<tr>
<td>HIN-B</td>
<td>0.8008</td>
<td>0.8042</td>
</tr>
<tr>
<td>BEN-B</td>
<td>0.9206</td>
<td>0.9242</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the confusion matrices of sub-task A for all three languages. Overall, CAG examples are more likely to be wrongly predicted as NAG than OAG. This could be due to the lack of abusive or explicit words in CAG instances. We further investigate this possibility in Section 5.1. In Hindi, OAG-NAG confusion (100) is high and is significantly more than that in English and Bengali. The reason could be that for Hindi corpus, the majority of the train instances are tagged as NAG (56.35%), whereas in its test data, the majority of the instances are labeled as OAG (57.00%).

Figure 3 shows the confusion matrices for sub-task B on all three languages. Similar to OAG-NAG, we can see that GEN-NGEN confusion for Hindi test data is higher than that in other languages. It can be explained by table 1, where we can see that for Hindi sub-task B, the distribution of classes across the test data is significantly different from the training and dev sets.

### Table 4: Class-wise F1 score for both sub-tasks across all three languages.

<table>
<thead>
<tr>
<th>Language</th>
<th>Sub-task A</th>
<th>Sub-task B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NAG</td>
<td>CAG</td>
</tr>
<tr>
<td>English</td>
<td>0.86</td>
<td>0.40</td>
</tr>
<tr>
<td>Hindi</td>
<td>0.68</td>
<td>0.43</td>
</tr>
<tr>
<td>Bengali</td>
<td>0.84</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 4 indicates the class-wise performance of our system.
on all the sub-tasks. For sub-task A, the performance is least for CAG across all the languages, which shows that it is the most challenging aggression class to identify. OAG and CAG scores are least for English as compared to the other two languages because the percentage of training examples for those two classes is lower in English as compared to other languages. NAG is the easiest to detect in English and Bengali, whereas OAG is the easiest to detect in Hindi. With regards to sub-task B, the performance is better on NGEN than GEN for all the three languages. The difference between the F1 score on NGEN and GEN is significantly more in English than in Hindi and Bengali. This can be attributed to the lower percentage of GEN examples in English than in the other two languages.

### 5.1. Error Analysis
We analyze the mistakes of our model on the validation set to see where it goes wrong. We found several instances where the actual tag is CAG, but our model classifies them as NAG. Some of those examples are listed as follows:

- “Fat shaming is good. Why not?”
- “**Gay people rely on straight people to produce more gay people**”
- “They have no right to live”
- “Inko hospital bejoo, ye mentally hille hue log han” (Send them to hospital, they are mentally disturbed people.)
- “Bhai aap na sirf review kariye baki ki baatein na hi kare toh accha h ?” (Brother you only do review, it’s better of you don’t talk about other things.)

From these examples, we can see that due to the indirect/sarcastic nature and lack of proficiency in CAG, it is confused with NAG. This flags CAG as the most difficult class to detect. We also found some instances where the predicted labels seem more likely to be correct than the annotated labels. For instance:

<table>
<thead>
<tr>
<th>S.no</th>
<th>sub-task</th>
<th>text</th>
<th>actual</th>
<th>predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>ENG-A</td>
<td>Also Veere Di Wedding Fake Feminist Piece Of Shit...</td>
<td>NAG</td>
<td>OAG</td>
</tr>
<tr>
<td>b</td>
<td>ENG-A</td>
<td>Out of that's what Kabir Singh had with that girl in the movie... dumb as fuck.</td>
<td>NAG</td>
<td>OAG</td>
</tr>
<tr>
<td>c</td>
<td>HIN-A</td>
<td>Maha Chaturang Ki film he Kabir Singh... It's totally bullshit movie... (Kabir Singh is a very stupid film... it's totally bullshit movie...)</td>
<td>NAG</td>
<td>OAG</td>
</tr>
<tr>
<td>d</td>
<td>HIN-A</td>
<td>Mujhe bhi jand laggi movie lakin maine chaat ho ke samne jahan nahi khol or na hi khuluga (I also found this movie stupid, but I didn’t open my mouth in front of idiots and won’t do so.)</td>
<td>NAG</td>
<td>OAG</td>
</tr>
<tr>
<td>e</td>
<td>ENG-B</td>
<td>neha guptar a re a crook if there are no evidence den how u can file a false complaint???</td>
<td>GEN</td>
<td>NGEN</td>
</tr>
<tr>
<td>f</td>
<td>ENG-B</td>
<td>kapil why are u listening to these chutiaasssss....give them shut up call...insane idiots</td>
<td>GEN</td>
<td>NGEN</td>
</tr>
<tr>
<td>g</td>
<td>HIN-B</td>
<td>Bhadva hai rajdeep ... (Rajdeep is an idiot.)</td>
<td>GEN</td>
<td>NGEN</td>
</tr>
<tr>
<td>h</td>
<td>HIN-B</td>
<td>Kaunsi churas ya afeem phoonk ke aayi hai ye. Gandee aurat. Aurat ke naam pe dhabaa. (Which weed or poppy has she smoked? Dirty lady. Blot on the name of a woman.)</td>
<td>NGEN</td>
<td>GEN</td>
</tr>
</tbody>
</table>

Table 5: Instances where predicted label seems more accurate than given label.

Table 5 shows such examples. In that, examples a-d are from sub-task A and are labeled as NAG, but as they include abusive and explicit words, the predicted label OAG seems more accurate. Examples e-g are labeled as GEN, but they are targeted towards a specific person not based on gender. So the model prediction NGEN is correct. Example h attacks a woman based on her gender, and hence the model predicts it as GEN.

### 6. Conclusion
In this paper, we present our multi-task deep neural model to identify misogyny and aggression for three different corpora - English, Hindi, and Bengali. The analysis of the label co-occurrence across the two sub-tasks shows that aggression identification and misogyny identification are related. Analysis of the results shows that CAG is often confused with NAG and is the most challenging aggression class to detect. For future work, instead of employing BERT as a feature extractor, we plan to fine-tune it using the training data. We also plan to explore more sentiment features for better identification of the implicit forms of aggression (CAG).

### 7. Bibliographical References
1. Introduction

As of today, social media platforms such as Facebook, Twitter and YouTube have facilitated and encouraged interpersonal communication. Through them, people interact and share their opinions through posts, messages and comments online. Unfortunately, since these platforms guarantee to some extent the freedom of expression of their users, they can and often use these means to attack or offend other persons. This situation leads to safety issues: online aggression and abuse not only create mental and psychological health problems for the victims but have also been proved to cause self-harm and even suicide (Kumar et al., 2018).

Some of the major challenges for detecting abusive language in social networks are the speed and volume of online communication. Every second, approximately 6,000 tweets are published, which is equivalent to more than 500 million tweets per day, making manual monitoring impossible. The previous scenario has motivated the development of methods for the automatic detection of abusive messages. Current methods are of two main kinds: supervised (Burnap and Williams, 2016; Plaza-del Arco et al., 2019) which require labeled data for learning a classification model, and, unsupervised (Gitari et al., 2015; Wiegand et al., 2018; Guzmán-Falcón, 2018), which detect hostile messages by searching for words in a given lexicon of profane words. Both kinds of approaches have their own advantages and disadvantages. In particular, the creation of supervised learning methods for offensive language detection requires of large, accurate, manually annotated resources. Nevertheless, most corpora available are in English (Pamungkas and Patti, 2019), which greatly hinders this task in low-resource languages. Annotation criteria for this type of datasets have only seldom been detailed (Ousidhoum et al., 2019), and, moreover, the labeling of offensive and non-offensive messages is commonly a costly and highly subjective task due to several socio-cultural and domain dependent issues. A greater challenge is posed by the richness of colloquial expressions and vulgar language that characterizes communication in social networks, since the identification of offenses goes beyond the lexical and syntactic elements of the message, and requires the annotator to understand the context beyond individual terms. With this motivation, through the present research we sought to define the main linguistic features that characterize abusive language manifested in social networks. As a first step, our work departs from the fact that the language used in social networks is abundant in colloquial expressions, commonly composed of rude or profane words, but they are not used to offend. Hence, the interest of this work is the definition of an annotation scheme with enough elements to discriminate these situations. To this end, we defined the concepts of offensive, aggressive and vulgar language, based on Austin’s Speech Acts theory (Austin, 1962), with the aim of establishing criteria to facilitate their identification and thus define an accurate, fine-grained and linguistic-based annotation scheme.

2. Related Work

The task of automatically detecting aggressive content aimed at individuals or communities has recently been studied in different academic forums. However, most of them focus on the English language (Álvarez-Carmona et al., 2019), which greatly hinders this task in low-resource languages. Annotation criteria for this type of datasets have only seldom been detailed (Ousidhoum et al., 2019), and, moreover, the labeling of offensive and non-offensive messages is commonly a costly and highly subjective task due to several socio-cultural and domain dependent issues. A greater challenge is posed by the richness of colloquial expressions and vulgar language that characterizes communication in social networks, since the identification of offenses goes beyond the lexical and syntactic elements of the message, and requires the annotator to understand the context beyond individual terms. With this motivation, through the present research we sought to define the main linguistic features that characterize abusive language manifested in social networks. As a first step, our work departs from the fact that the language used in social networks is abundant in colloquial expressions, commonly composed of rude or profane words, but they are not used to offend. Hence, the interest of this work is the definition of an annotation scheme with enough elements to discriminate these situations. To this end, we defined the concepts of offensive, aggressive and vulgar language, based on Austin’s Speech Acts theory (Austin, 1962), with the aim of establishing criteria to facilitate their identification and thus define an accurate, fine-grained and linguistic-based annotation scheme.
In 2017, the 1st Workshop on Abusive Language Online (ALW1) was organized, where different approaches were presented for the detection of abusive language in social networks, focusing particularly on written communications in English and German (Waseem et al., 2017a). Subsequently, more workshops of the same court emerged, but due to the lack of consensus on a definition for “offensive language”, the scope of the task was narrowed to more specific and identifiable behaviors. This was the case of the recent First Workshop on Trolling, Aggression and Cyberbullying (TRAC-2018) (Kumar et al., 2018). In this workshop, the phenomena of online aggression such as trolling and cyberbullying were discussed.

By the same token, issues such as racism (Tulkens et al., 2016), sexism (Lee et al., 2010), and bullying (Samghabadi et al., 2017) have been studied in this line of research. Along the definitions proposed for these abusive behaviors we can find certain patterns, such as the presence of curse words, discriminatory vocabulary, derogatory adjectives and the explicit mention of others; manifested through names, pronouns, and user tags (Waseem et al., 2017b).

With respect to the efforts made for Mexican Spanish, the last two years, the evaluation forum “Authorship and Aggressiveness Analysis in Twitter: a case study in Mexican Spanish” (MEX-A3T) has been held. This forum -which took place within the IberEval 2018 (Álvarez-Carmona et al., 2018) and IberLEF 2019 (Aragón et al., 2019) conferences- evaluated an aggressiveness detection task in Mexican Spanish tweets. The results confirmed the complexity of this task, and the need for well-defined criteria to differentiate offensive, aggressive and vulgar language. Therefore, the goal of the present research was to establish criteria to facilitate the identification of offensive language and thus define a detailed, linguistic-based annotation scheme.

### 3. Data Collection

To collect data, we considered Twitter as the source media since it is open and its anonymity allows people to write judgments or assessments about other people, including offenses or aggressions. The interest of this first work is the definition of criteria to distinguish the offense or the aggression when using the same vocabulary. That is, it is necessary to collect messages that, despite using the same words (i.e. rude words), it is the context that determines whether a word is used to offend, or is part of a colloquial expression that is not intended to offend. To build the corpus, we collected tweets from August to November of 2017. We used some rude words and controversial hashtags to narrow the search. We collected a set of 143 terms that served as seeds for extracting the tweets, which included words classified as vulgar and non-colloquial in the Diccionario de Mexicanismos de la Academia Mexicana de la Lengua, as well as words and hashtags identified by the Instituto Nacional de las Mujeres as related to violence and sexual harassment against women on Twitter (Guzmán-Falcón, 2018). Table 1 shows examples of these seed words.

To ensure their origin, the tweets were collected considering their geolocation. We considered Mexico City as the center and extracted all tweets that were within a radius of 500km. Finally, nearly 10,500 tweets in Mexican Spanish were collected and analyzed to define the annotation scheme.

![Annotation flowchart for abusive language categorization](image)

### 4. Annotation Scheme

The creation of the annotation scheme and the annotation task itself were part of an incremental and complementary process. Two linguists from our research team studied the abusive language phenomenon through the literature and analyzed the collected tweets, to arrive to a typology that identified the defining characteristics of vulgar, aggressive and offensive language. Then, the linguists wrote the annotation diagram and used it to classify the corpus. For the purpose of creating said linguistic-based annotation scheme, first, it was necessary to arrive at a definition for the concepts of offensive, aggressive, vulgar language. Having a conceptualization of each term is a critical task, since it allows to establish linguistic criteria for the iden-
Table 1: Sample of the vocabulary applied for the recovery of tweets.

<table>
<thead>
<tr>
<th>Spanish</th>
<th>English Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>luchona</td>
<td>hard-working woman (single mother; derogatory)</td>
</tr>
<tr>
<td>pendej(o)(a)</td>
<td>asshole (masc./fem.)</td>
</tr>
<tr>
<td>prie(o)(a)</td>
<td>dark-skinned (masc./fem.; derogatory)</td>
</tr>
<tr>
<td>vergazos</td>
<td>strong blow (vulgar)</td>
</tr>
<tr>
<td>golfas</td>
<td>whores</td>
</tr>
<tr>
<td>puta</td>
<td>slut</td>
</tr>
<tr>
<td>lameculos</td>
<td>ass kisser</td>
</tr>
</tbody>
</table>

discrimination and classification of these linguistic phenomena. Once the theoretical framework on these linguistic manifestations was outlined, we looked for the lexical and semantic elements representative of the aggressive, offensive or vulgar messages.

4.1. Offensive, Aggressive and Vulgar Language

In order to identify the most characteristic features of aggressive, offensive and vulgar language, we first studied the definitions formulated in several academic forums and workshops. Among the proposed conceptualizations, recurrent linguistic characteristics can be found: the presence of rudeness, discriminatory vocabulary, derogatory adjectives and the mention of others, which is manifested through names, pronouns, and user tags (Waseem et al., 2017b). Beyond these lexical and syntactic elements, the pragmatic aspect of the messages is crucial to qualify them as aggressive, offensive or vulgar. According to the Speech Acts theory (Austin, 1962), the production of a statement performs three types of actions or acts at the same time: the locutionary act, the linguistic expression itself; its syntactic structure and the literal meaning semantic; the illocutionary act, the force or intention of the expression provided by the speaker; and the perlocutionary act, the consequence or effect of the statement on the interlocutor. The second act is the one that interests the detection of abusive language, since the illocutionary force of a message is its underlying purpose, which could go from asking a question, an invitation, a reminder, to a warning, a promise, or a threat, among many others. This wide range of intentions is delineated in the classification of illocutionary speech acts by (Searle, 1976). It is important to emphasize that the illocutionary force of a speech act always depends on the context of the expression (Fromkin et al., 2011), and since tweets provide very little context other than the linguistic expression itself, the annotators must rely on their sociopragmatic knowledge of the language to identify the illocutionary force of the message. That is the reason why linguistic variation must be taken into account for the definition of these concepts. Linguistic variation is the intrinsic characteristic of all languages that refers to the systematic differences in pronunciation, vocabulary and grammar of different social and regional groups of speakers of a language (Holmes and Wilson, 2017). This is a relevant phenomenon for any natural language processing task, and in the case of abusive language detection it should be considered not only because of the distinctive lexical and syntactic characteristics of the dialect, but also because these patterns convey social meanings (Wardhaugh, 2011), which would affect the way of expressing aggressiveness.

After revising the literature on the subject and analyzing the definitions of other related linguistic manifestations such as hate speech, cyberbullying, and racism, an offensive, aggressive and vulgar language typology was reached:

- Offensive language: aims at insulting or humiliating a group or individual, usually using derogatory or derogatory terms. An example from the corpus is: *No es que estés gorda, lo gordo se quita. Es tu cara de caballo*. This tweet humiliates a woman, makes fun of her body and compares her to an animal.
- Aggressive language: seeks to harm or hurt a group or individual by referring to or inciting violence. An example from the corpus is: *pero estas gorda... aprovecha tu fin pendeja que el lunes te vielo*. This tweet involves insults and a rape threat.
- Vulgar language: it involves profanity, with sexual connotation and sometimes double entendre, but may or may not refer to an individual or collective. An example from the corpus is: *Martes con de M de Mamando onvre se arreglan las cosas... creo... eso dicen...*. This tweet uses obscene vocabulary and is sexually explicit.

5. Diagram Description

Our annotation scheme was designed as a flowchart, for the purpose of supporting abusive language categorization into aggressive, offensive and vulgar in a clear, visual way. It was devised with the goal to be easy to read and useful for annotators without strong linguistics knowledge, to account for the diversity of backgrounds in the field of natural language processing. The typology portrays each concept as a non-exclusive quality of the message or tweet. This way, the tool allows for a better characterization of the texts when considering the possibility of a tweet belonging to one, two or even all classes, which represents more accurately the nature of these messages in social networks. The flowchart presents questions regarding the form and function of the message, about the presence of insults, derogatory, or sexually-charged vocabulary, but most prominently it is concerned on the illocutionary force of the message; that is, the intention and target of the tweet. As shown in Fig. 1, the labeling process begins with the selection of a tweet, and the first question that asks if the tweet uses coarse language or with a sexual connotation. If the answer is yes, this indicates the message is vulgar, otherwise it is not. Following, the annotator is asked whether the tweet refers to an individual or to a group of people, or not. This question serves to make an early discard of aggressiveness and offensiveness, since these classes, unlike vulgar language, require of a target to qualify as such. If the message does not have a specific referent, the labeling process ends there. On the contrary, if the answer is positive, then the next question concerns aggressiveness, and asks if the tweet incites violence or tries to force the will of its referent. Finally, to determine if the message is offensive, the diagram
directs the annotator to observe if the tweet uses pejorative, derogatory or negative intensifiers of a term to refer to its target; if the tweet seeks to humiliate or insult its referent. Be any of these questions answered affirmatively, the tweet shall be labeled as offensive.

It should be noted that each of these classifications, vulgar, aggressive, and offensive, are non-exclusive qualities of the tweet. That is the reason why the flowchart continues after every decision, with the exception of the message having no referent. Table 2 shows examples that correspond to each of the categories.

6. Towards automatic detection of abusive language

This research work generated two digital linguistic resources: a linguistic annotation scheme for the classification of offensive, aggressive and vulgar language; and a corpus of offensive language in Mexican Spanish. As it was previously explained, the scheme was designed based on an abusive language typology, which served to annotate the dataset. This obtained a Kappa coefficient of inter-evaluator agreement of 0.91, which means that as a result we had a consistent annotation when making use of the proposed scheme while annotating the corpus with both of the evaluators. Clearly, the high level of agreement is because they labelled the corpus at the time of analysis. A second exercise with new annotators is needed to confirm the applicability of the proposed scheme.

Table 2 shows the general characteristics of this corpus: the distribution of the messages in the offensive and non-offensive classes, as well as the size of their vocabularies.

Table 3 shows the results obtained. As it can be seen, the non-offensive class achieves greater F1-measure, an effect expected by the imbalance in the classes. On the other hand, as expected, the classifier does not correctly discriminate between the two classes, because this simple representation (i.e. unigrams) does not consider the entire context.

Table 4 shows the results obtained. As it can be seen, the non-offensive class achieves greater F1-measure, an effect expected by the imbalance in the classes. On the other hand, as expected, the classifier does not correctly discriminate between the two classes, because this simple representation (i.e. unigrams) does not consider the entire context.
7. Conclusions

This research work focuses on the annotation process of corpora for the detection of abusive language. The proposed annotation scheme provides specific criteria to identify aggressive, offensive and vulgar language based on its linguistic characteristics and intent of the message. This initial scheme took special care to include in the analysis messages that, despite the use of rude words, are not considered offensive. On the other hand, the collected corpus of abusive language is representative of the variant of Mexican Spanish, encouraging the creation of more resources in our language and giving visibility to one of its many dialects. Our contribution encourages the emergence of proposals for automatic methods that will be able to obtain better results thanks to a more accurate dataset, consistent with the reality of this online language phenomenon. Lastly, it should be noted that the diagram will be made available, and our corpus will be made available through the MEX-A3T 2020 forum. Any future participant in the forum will have access to the dataset presented in this work.
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Abstract

Many online discussion platforms use a content moderation process, where human moderators check user comments for offensive language and other rule violations. It is the moderator’s decision which comments to remove from the platform because of violations and which ones to keep. Research so far focused on automating this decision process in the form of supervised machine learning for a classification task. However, even with machine-learned models achieving better classification accuracy than human experts in some scenarios, there is still a reason why human moderators are preferred. In contrast to black-box models, such as neural networks, humans can give explanations for their decision to remove a comment. For example, they can point out which phrase in the comment is offensive or what subtype of offensiveness applies. In this paper, we analyze and compare four attribution-based explanation methods for different offensive language classifiers: an interpretable machine learning model (naive Bayes), a model-agnostic explanation method (LIME), a model-based explanation method (LRP), and a self-explanatory model (LSTM with an attention mechanism). We evaluate these approaches with regard to their explanatory power and their ability to point out which words are most relevant for a classifier’s decision. We find that the more complex models achieve better classification accuracy while also providing better explanations than the simpler models.

Keywords: neural networks, offensive language detection, explanation methods

1. The Need for Explanations

Online news platforms (e.g., New York Times), question answering platforms (e.g., Stack Overflow), collaborative projects (e.g., Wikipedia), and social networks (e.g., Facebook): all these social media platforms have one thing in common. They provide a discussion space for users, where content moderators are employed to keep a respectful tone, and foster fruitful discussions. Moderators ensure that the platform’s discussion rules are adhered to, including the ban of offensive language. They enforce these rules by partially or entirely removing a user comment.

Typically, a platform’s rules are listed in the form of guidelines, and they overlap considerably with the “netiquette”, the basic rules about communication over the Internet. However, that does not mean all users have these rules in mind when they post comments. Moderators on online discussion platforms, therefore, explain why they intervene. For example, they replace a removed comment with the following text: “Removed. Please refrain from insults.” or “Removed. Please refrain from insinuations and personal attacks.”. In case they ultimately close a comment section, they post a final comment, for example, stating: “This comment section has been closed due to (racist) generalizations, baseless assumptions up to conspiracy theories and extreme polemics.”. On the one hand, the idea behind these explanations is transparency. On the other hand, they aim to educate users to adhere to the discussion rules.

Research on comment classification focuses on supervised machine learning approaches and often uses black-box models. For example, there is research on detecting hate speech (Gao and Huang, 2017), racism/sexisms (Waseem and Hovy, 2016) or offensive/aggressive/abusive language (Strauß et al., 2019; Kumar et al., 2018). However, to support moderators, semi-automated comment moderation in the form of a pre-classification of comments (Risch and Krestel, 2018) is not enough. Black-box models lack the ability to give explanations for their automated decisions. Therefore, they cannot be properly applied to comment moderation. Users and moderators are skeptical about an incomprehensible automation. Explanations help to build trust and increase the acceptance of machine-learned classifiers. Only then can a fair and transparent moderation process be ensured.

There are two more reasons for explanations in general. First, there are legal reasons to utilize machine-learned classifiers only if they can give explanations for their decisions. For example, under certain circumstances, the General Data Protection Regulation (GDPR) in the EU grants users the right to “obtain an explanation of the decision reached” if they are significantly affected by automated decision-making, e.g., if a credit application is refused.1 A second reason is that explanations help to reveal the strengths and weaknesses of a model. They could also benefit the task of identifying a potential bias in a model’s decisions.

Contributions The main contribution of this paper is the evaluation and comparison of attribution-based explanation methods for offensive language detection. To this end, we use a word deletion task to compare an interpretable machine learning model (naive Bayes), a model-agnostic explanation method (LIME), a model-based explanation method (LRP), and a self-explanatory model (LSTM with an attention mechanism). In a second experiment, we use the explanatory power index (EPI) as a metric to evaluate the approaches. Further, we take into account the classifi-
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cipation accuracy of each approach and discuss strengths and weaknesses in the application context of automated content moderation. Based on this discussion, we give directions for future work.

Outline In the following, we summarize related work on explanation methods in Section 2 and describe which of these methods and what classifiers we implement for offensive language detection in Section 3. Section 4 evaluates the methods with the help of a word deletion task and the explanatory power index (EPI), while Section 5 discusses the results. We conclude with a summary of the contributions and an outlook on future work in Section 6.

2. Related Work
There is plenty of research on offensive language detection, and the classification accuracy for this task drastically increased in recent years — not least due to deep learning approaches for natural language processing. However, one aspect of this classification task has gone mostly unnoticed: the need for explaining classification results. More precisely, research on explanation methods distinguishes explainability from interpretability. The former refers to globally comprehending the decision function with an attention mechanism (Yang et al., 2016) as an example of a self-explanatory model. The inherent attention weights provide attribution-based explanations. Further, we consider a naive Bayes classifier, which is an example of an interpretable model. A classification result (and the entire model) can be understood with the help of the discrete conditional probabilities in the classifier. The relevance of a word $w$ is the probability that the class $c$ is predicted given $w$:

$$P(c|w) = \frac{P(c) \cdot P(w|c)}{P(w)}$$

The attention-based LSTM and the naive Bayes classifier are two a priori explainable models. We also consider two post-hoc explanation methods in our paper: layer-wise relevance propagation (LRP) and local interpretable model-agnostic explanations (LIME). We describe these two methods in the following. The idea behind LRP (Bach et al., 2015) is to backpropagate the relevance scores from the output layer to the input layer of a neural network. To this end, the relevance of each input value (feature) is derived from the neuron activations in the output layer. This procedure makes LRP a model-based explanation method. The idea behind LIME (Ribeiro et al., 2016) is to use a local approximation of the classifier $f$ at a point $x$ and its neighborhood. This local approximation needs to be an interpretable classifier and a good approximation of $f$ in the local neighborhood of point $x$. The authors evaluate their model-agnostic explanation method with text and image classification tasks.

3. Explanation Methods
For our comparative study, we implement a variety of classifiers for offensive language detection and suitable explanation methods. To train the classifiers, we use a dataset of toxic comments published by Google Jigsaw in the context of a Kaggle challenge. The Python code for all classifiers, a web application to visualize the explanations, and the training and evaluation procedures are published online.

3.1. Classifiers
There are four different classifiers that we implement and pair with different attribution-based explanation methods. First, there is a multinomial naive Bayes classifier, which serves as a baseline. It is interpretable by default and provides explanations in the form of conditional probabilities. Further, we implement a support vector machine (SVM) and a long short-term memory (LSTM) neural network. The input to the SVM is a TF-IDF vector representation of the unigrams in the comment text. GloVe word embeddings (Pennington et al., 2014) serve as the input to the neural network. Both the SVM and the LSTM network are paired with the two explanation methods LRP and LIME. To this end, we adapt the LRP implementation by Arras et al. and the
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2https://www.kaggle.com/c/jigsawtoxic-comment-classification-challenge
3https://hpi.de/naumann/projects/repeatability/text-mining.html
4https://github.com/ArrasL/LRP_for_LSTM/
Table 1: Absolute and relative frequency of the six class labels in the training dataset and test dataset. The class distribution is highly imbalanced.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toxic</td>
<td>19,235</td>
<td>2,149</td>
</tr>
<tr>
<td>Severe Toxic</td>
<td>1,757</td>
<td>205</td>
</tr>
<tr>
<td>Obscene</td>
<td>10,922</td>
<td>1,218</td>
</tr>
<tr>
<td>Threat</td>
<td>617</td>
<td>72</td>
</tr>
<tr>
<td>Insult</td>
<td>10,178</td>
<td>1,126</td>
</tr>
<tr>
<td>Identity Hate</td>
<td>1,906</td>
<td>211</td>
</tr>
</tbody>
</table>

LIME implementation by Ribeiro et al.\(^5\). To generate explanations for SVM and LSTM with the model-agnostic method LIME, we first sample perturbations of the input text by randomly deleting words. For each sample, we calculate the class probabilities with the SVM and the LSTM by applying a softmax function as the final calculation step. The default ridge regression algorithm is used to train an interpretable linear model. This model learns the word relevance scores bases on the classified samples.

Last but not least, we implement an LSTM network with an attention mechanism, which is an example of a self-explanatory model. It uses attention weights on the word level (not on the sentence level) and implements the architecture by Yang et al. (2016).

3.2. Dataset

The toxic comments dataset contains about 220,000 comments, each labeled with regard to six non-exclusive classes: toxic, severe toxic, insult, threat, obscene, and identity hate. Table 1 shows the class distribution in the training set and test set. Note that a comment is always labeled as toxic if one of the other labels applies. Even if none of the other labels apply, it can still be labeled as toxic.

3.3. Training Procedure

The GloVe word embeddings are trained from scratch on the training and test set. We restrict the input length of the basic LSTM network and the LSTM network with an attention mechanism to a maximum of 250 words. Further, we use 50 LSTM units, which means the output of this layer is 50-dimensional. The training of the networks runs for five, respectively, three epochs with the Adam optimizer until the validation loss increases.

The task on our dataset is a multi-label classification task. Our network architecture addresses this multi-label task by sharing the same LSTM layer across all class labels. However, for each label, an independent fully-connected layer follows after the output of the last LSTM unit. The attention mechanism is also trained for each label individually and fits in between the LSTM output and the following fully-connected layer.

SVM and naive Bayes use stemming to reduce the vocabulary size. They are trained according to a one-against-all scheme to conform to the multi-label classification task. The trained models therefore can be seen as six independent binary naive Bayes classifiers, respectively, six independent binary SVMs. The SVM uses a linear kernel. There is only one hyperparameter to choose, which is the regularization term \(c\). We set \(C = 0.6\) and thereby relax the penalty for misclassifications.

3.4. Heatmap Visualization

To give an example of the explanations, Figure 1 and Figure 2 visualize the word relevance scores generated by the different explanation methods for two toxic comments. The conditional probabilities of the naive Bayes approach and the attention weights of the attention-based LSTM define positive word relevance scores between 0 and 1. In contrast to that, LIME and LRP define unbound relevance scores, which can also be negative. A negative word relevance score means that the respective word indicates the absence of a particular class rather than its presence. Because the attention weights are class-independent, these weights can only explain the predicted class. All other methods can also be used to explain a class that was not predicted by the classifier. This property can be used to analyze which words speak in favor of a not predicted class.

In Figure 1, the naive Bayes classifier marks the words killed and fool as most relevant for the decision to classify this comment as toxic. Similarly, the SVM classifier with LRP and LIME mark these two words. In contrast to that, the word killed is less relevant for the LSTM classifiers (with and without attention). Only the naive Bayes and the SVM classifiers use stemming but not the LSTM classifiers. The stemming collapses killed to kill. Therefore, our naive Bayes and SVM classifiers cannot distinguish the active form of the verb from other words with the same stem. In this particular context, the non-stemmed word is not toxic. The stemming misleads the classifiers to wrongly explain the toxicity of the comment with this word.

The attention mechanism highlights the words ignorant and fool. The word killed is marked as slightly relevant and all
other words as irrelevant. This explanation aligns with an explanation a human would give. In general, we find that the attention mechanism gives meaningful explanations for toxic comments. For non-toxic comments, however, its explanations can be misleading. The attention mechanism distributes a relevance score of one among the words — even if there is nothing toxic in the comment. To our surprise, the attention mechanism often marks punctuation as relevant in non-toxic comments.

The basic LSTM approach marks only a few words as relevant, and most words have relevance close to zero. These sparse explanations are suitable for our dataset, as there is typically a small set of toxic words, which explains the toxicity of the entire comment. In Figure 1c to 1f, LIME and LRP assign negative relevance scores to the word Please. This negative relevance score means that this word speaks against the toxicity of the comment. The heatmaps in Figure 2 visualize the word relevance scores of another comment. Only the basic LSTM classifies this short comment correctly. It contains no swear words, but it is still offensive. The negatively connoted association of a person with an animal falls into the category of dehumanizing language. Without the full context, none of the single words explains the toxicity of the comment. Therefore, it is difficult to provide an attribution-based explanation.

4. Evaluation

The following evaluation is three-fold. First, we compare the different classification approaches (naive Bayes, SVM, LSTM, and LSTM with attention mechanism) with regard to their classification performance on the toxic comments dataset. Second, we pair the approaches with attribution-based explanation methods and evaluate the generated explanations based on a word deletion task. The third part of the evaluation uses the explanatory power index (EPI) by Arras et al. (2017).

4.1. Classification Performance

To evaluate the classification performance of the different classifiers, we use a multi-label classification task on the toxic comments dataset. Due to the imbalanced class distribution of this dataset, we refrain from using accuracy as the evaluation metric and instead use precision, recall, and F1-score. Table 2 lists the results on the test set and shows that the naive Bayes baseline is weakest, followed by the SVM approach. The basic LSTM network and the LSTM network with attention mechanism overall achieve similar F1-score with larger differences in the less populated classes severe, toxic, threat, and identity-hate. For the following evaluation of explanation methods, we consider a binary classification task based on the toxic class label only. All classifiers achieve their best performance for this most frequent label.

4.2. Word Deletion Task

We consider a word deletion task to evaluate whether explanation methods correctly identify which input words are most relevant for the classifier’s output. It is based on an idea by Arras et al. (2017). The task evaluates whether the words that the explanation points out to be relevant for the classification indeed have a strong influence on it. Each explanation method, therefore, needs to calculate a relevance score for each input word. The word with the highest relevance is deleted, and it is checked whether the model’s classification result changes with the perturbed input.

Given the set of true positives (toxic comments that are correctly identified as toxic), we use each explanation method to calculate word relevance scores for each comment. For each method, we then delete the most relevant words from each comment. If the word is indeed relevant for the classifier’s decision, the classification most likely changes for the perturbed comment. Step-by-step, we delete more and more words with decreasing relevance scores. An explanation method is considered to provide good relevance scores if the classification changes for a large number of comments after deleting only a few words.

Figure 3 shows how the accuracy quickly drops as more and more words are deleted from the input comment. This indicates that the true toxicity of the comment is explained by a small set of words. Other words are irrelevant. The following evaluation of explanation methods is based on the word deletion task.
more words are deleted. By deleting four words, more than 80% of the comments that were previously correctly classified as toxic (true positives) are classified as non-toxic. This result confirms that the classifiers detect those words that often constitute the toxicity of a comment (e.g., swear words).

Further, Figure 3 suggests that SVMs provide better explanations than LSTMs. This suggestion is misleading and reveals one limitation of the experiment. Each method starts with its own set of true positives. Therefore each line in the plot corresponds not only to a different explanation method but also to a slightly different dataset. While the overlap of the sets is relatively large, the LSTM network’s set of true positives is slightly larger (almost a superset). It also contains some of the more difficult samples of toxic comments, which are correctly classified by the LSTM but misclassified by the naive Bayes approach. One idea to get rid of this problem is to use the intersection of all sets of true positives. The resulting comments are unanimously correctly classified. However, when we further explored this idea, we found that this set is rather small and, more importantly, it contains only the most simple comments — the comments that all classifiers detect correctly as toxic.

Still, for those comments that it classifies correctly, the SVM classifier definitely provides the best explanations according to the word deletion experiment. However, the true positives of the LSTM approach also contain comments whose toxicity can only be detected with context. A comment that contains a single swear word is easier to perturb to be classified as non-toxic than a comment that is toxic in its entirety.

4.3. Explanatory Power Index

Arras et al. (2017) propose a three-step approach to quantify the explanatory power of a text classifier with their explanatory power index (EPI). We follow this approach and first calculate one document summary vector per comment in the test set based on each combination of a classifier and an explanation method. The document summary vector is either calculated as a weighted average of the comment’s GloVe word embeddings or as the comment’s weighted TF-IDF vector representation. We compare a variety of approaches for weighting the words based on word relevance scores.

In the second step, we perform a k-nearest neighbor (kNN) classification on these document summary vectors based on each classifier’s predictions. This step is repeated ten times on different random splits of the data and with different values of k. The classification accuracy of the KNN classifier is averaged for each k over the ten runs. The EPI is defined as the maximum achieved classification accuracy. We limit the dataset to all toxic comments and a random sample of non-toxic comments of the same size. This downsampling reduces the data to a balanced set of 4,300 comments and allows to properly use accuracy as the evaluation metric. Intuitively speaking, the EPI mirrors how good the document summary vectors capture the semantic similarity of documents of the same class by clustering them closer to each other in the high-dimensional vector space.

Table 3 lists the EPI for the different classifiers paired with the respective explanation methods. The results show that weighting a document’s bag-of-words vector representation with conditional probabilities from the naive Bayes baseline has the weakest explanatory power. Its performance is followed by the other two baselines: the SVM approach with TF-IDF weights and the basic LSTM approach with averaged GloVe vectors to obtain document summary vectors. The explanatory power of the basic LSTM classifier combined either with LIME or LRP is superior to all other methods. Although the LSTM with attention mechanism achieves slightly better classification results (F1-score of 76.4% vs. 74.4%), the attention weights are not as suited for explanations as word relevance scores generated with LIME or LRP for the basic LSTM network.

5. Discussion

LIME and LRP achieve similar results in our experiments. However, they strongly differ in their computational costs. The runtime to generate explanations with LIME is about 40 times higher than with LRP. This difference is because...
LRP needs only one backpropagation run to propagate the relevance scores from the output layer to the input (word) layer. In contrast to that, LIME requires perturbing a large set of samples. These samples need to come from the local neighborhood of the comment to be explained. For example, they need to have many words in common. The more samples are used, the more stable are the explanations. In the word deletion experiment, LIME has an unfair advantage over the other explainability methods due to the way it is trained. The perturbation in its training process is similar to the perturbation in the word deletion task. Therefore, LIME is tailored to this task.

A downside of the attention mechanism is that it cannot provide class-specific word relevance scores. Strictly speaking, the attention weights — and thus also the derived relevance scores — do not refer to the word level. The weights instead refer to the hidden states in the sequence of LSTM units. The attention mechanism explains which states are most relevant for the network’s final output. The activation of a hidden state is the result of processing a subsequence of the input word sequence — regardless of the actual classification output (toxic/non-toxic). The heatmap visualizations in Figure 1b and Figure 2b show that the attention mechanism distributes the relevance only among a few words, more precisely, hidden states. One reason for that is that a single hidden state actually captures information gained from a sequence of input words.

A limitation of attribution-based explanations for offensive language detection seems to be a focus on words that are toxic regardless of the context. This limitation might render them inappropriate for the detection of implicit offensive language. The latter defines offensiveness that is not directly expressed but only arises from the context, uses irony or sarcasm, or can be inferred from metaphors, comparisons, or ascribed properties (Struß et al., 2019). In the application scenario of content moderation on an online platform, a classifier that achieves slightly worse accuracy might be preferable if it provides explanations. The reason for this trade-off is not only the importance of transparency of the moderation process and acceptance by the user community. Explanations also facilitate the maintenance of a trained classification model. As the topics of online news articles and the corresponding user discussions change daily, adaptation is necessary — also adaptation of machine-learned models.

For example, on one day, an offensive comment might be removed from the platform. However, on the next day, the same comment might be the legitimate center of the discussion because it is a quotation by a well-known politician. In industry applications in general, explanations can support software developers and maintainers to understand machine-learned models and the associated software better.

6. Conclusions

Besides the need for automated offensive language detection, there is also a need for understanding these automated decisions. To this end, we studied explanation methods and compared four different approaches to make offensive language detection explainable: an interpretable machine learning algorithm (naive Bayes), a model-agnostic explanation method (LIME), a model-based explanation method (LRP), and a self-explanatory model (LSTM network with an attention mechanism).

In future work, we plan to generate explanations for users on online discussion platforms. The goal there is to make content moderation more comprehensible by using a fine-grained classifier (insult, threat, profanity, etc.) together with highlighting the most relevant input words as explanations. We also envision either selecting pre-defined text blocks or generating text as explanations and plan to compare these approaches to the explanations that a human moderator would provide. Last but not least, we are working on a journal article as an extended version of this paper (Risch et al., 2020).
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Abstract

Nowadays, the amount of users’ activities on online social media is growing dramatically. These online environments provide excellent opportunities for communication and knowledge sharing. However, some people misuse them to harass and bully others online, a phenomenon called cyberbullying. Due to its harmful effects on people, especially youth, it is imperative to detect cyberbullying as early as possible before it causes irreparable damages to victims. Most of the relevant available resources are not explicitly designed to detect cyberbullying, but related content, such as hate speech and abusive language. In this paper, we propose a new approach to create a corpus suited for cyberbullying detection. We also investigate the possibility of designing a framework to monitor the streams of users’ online messages and detects the signs of cyberbullying as early as possible.

Keywords: Cyberbullying Detection, Text Mining, Early Text Categorization

1. Introduction

In recent years, the internet has become the primary communication tool worldwide.¹ There are several social media platforms where people can share information and interact with each other in a virtually unlimited space. Although such platforms are beneficial for online users to develop their social skills and learn about new ideas and issues, they also put them under the risk of harassment, bullying, and cyber-attacks. Cyberbullying is defined as the use of information/communication technologies (ICT’s) to harm others by sending or posting negative, harmful, false, or mean content to them intentionally and repeatedly. The most vulnerable groups targeted by this phenomenon are teens and pre-teens (Livingstone et al., 2010). Previous research shows that there is a statistically significant relationship between low self-esteem and experiences with cyberbullying (Patchin and Hinduja, 2010). Relevantly, cyberbullying victims have been reported to face various psychological and physical disorders that sometimes may lead them to harm themselves (Xu et al., 2012). Therefore, it is extremely important to detect cyberbullying incidents before they cause irreparable damages to the victims. Several works have been done towards finding cyberbullying traces on social media by detecting online hateful and aggressive comments. Still, most of these efforts are focused on offline settings and only detect the event after it took place. Therefore, none of these methods can be used for prevention.

In this research, we aim to detect early signs of cyberbullying using as few textual evidence as possible by providing timely predictions. The main contributions of this work are listed as follows:

- A new methodology for creating a cyberbullying corpus and the first dataset suited for the task of early cyberbullying prediction.
- A new strategy to detect cyberbullying events as early as possible and the first evaluation framework that takes both the performance and the earliness of the predictions into account.

2. Related Research

Although there are several works on detecting different types of online aggression (Wulczyn et al., 2016; Nobata et al., 2016; Van Hee et al., 2018; Qian et al., 2018; Mishra et al., 2019a; Mishra et al., 2019b), only a few of them address cyberbullying detection. Dinakar et al. (2012) construct a common sense knowledge base - BullySpace - with knowledge about bullying situations and a wide range of common daily topics. Xu et al. (2012) study bullying traces and formulate cyberbullying detection as different Natural Language Processing (NLP) tasks. For instance, they use latent topic modeling to analyze the topics commonly discussed in bullying comments. Some previous works investigate cyberbullying on Instagram and Vine (Hosseinzamiri et al., 2014; Hosseinzamiri et al., 2015; Rafiq et al., 2018). For instance, Hosseinzamiri et al. (2015) use a combination of textual, user-level, and image-related features to find cyberbullying incidents on Instagram media sessions. There are also a few studies that use time-related information to detect cyberbullying by using several different temporal features (Soni and Singh, 2018) and modeling the structure of a social media session with a hierarchical attention model (Cheng et al., 2019).

The main limitation of the previous systems is that they are built using an offline settings, and cannot detect cyberbullying in its early stages. Concerning this problem, early text categorization strategies could be a solution to model the dynamics of online conversations and provide timely predictions based on little evidence. Early text categorization is an emerging research topic which is being more popular, by reason of the specialized forums such as eRisk-CLEF:² eRisk started from 2017, and have emphasized topics such as detecting the early signs of depression (Losada et al.,
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¹http://www.gallup.com/poll/179288/new-era-communication-americans.aspx
²https://erisk.irlab.org
Abusive language detection can be considered as the initial step towards finding cyberbullying incidents. Cyberbullying happens when the victim receives several offensive messages repeatedly. Therefore, at least parts of the users’ conversations should be monitored to detect such episodes. We collect our data from ask.fm.\(^3\) This platform became the largest Q&A network in the world in 2017, reaching 215 million registered users.\(^5\) ask.fm is a semi-anonymous social network that allows people to send comments/questions to any other user anonymously. This anonymity option provides the possibility for the attackers to freely harass users by sending lots of inventive messages to their pages. Typically in ask.fm, the data consists of question-answer pairs in users’ timeline.

Figure 1 shows the corpus creation scheme. We collect a large amount of ask.fm data, including the full history of question-answer pairs for 3K users. The question field includes a question/comment posted by the other users, and the answer field consists of the reply to that question/comment provided by the owner of the account. As we mentioned earlier, for finding the cyberbullying incidents, we may look for the threads of messages that include high ratio of abusive comments. We use our previous system for abuse detection on ask.fm (Samghabadi et al., 2017). We utilize the ask.fm corpus proposed in the same work for training the model and label each row of our data automatically. To make the cyberbullying instances, we create a fixed-length sliding window and move it through the whole history of question-answer pairs per user. For each window sample, we calculate the ratio of offensive questions/comments that the user received inside the window. If it is greater than a pre-defined threshold, we consider the window as a potential cyberbullying event. Additionally, we check whether we can expand the potential negative window by adding more question-answer pairs to it, yet keeping the inside negativity rate greater than the defined threshold. This step is crucial to capture the whole cyberbullying episode. Finally, since automatic labeling is likely to be noisy, we asked two annotators to manually check the resulting windows to assure that they represent real cyberbullying incidents. A window is tagged as cyberbullying, where both annotators agree that it includes a cyberbullying incident. Figure 1 shows some parts of a cyberbullying instance in our corpus. We empirically fixed the minimum window size and negativity threshold to 20 and 40%, respectively (i.e., the potential cyberbullying windows include at least 20 question-answer pairs from a specific user’s timeline, and at least 40% of questions are labeled as offensive).

For the non-cyberbullying instances, we apply the same method, but inversely. In this case, we look for the threads of messages that include high positive examples, we also add the window samples that are labeled as offensive).

Table 2 shows the distribution of the data in terms of the number of users in each class. Since cyberbullying is a rare event, we keep the ratio of positive to negative examples 1:10 to be closer to the real case scenarios. Finally, we divide all training and test examples to 10 different chunks to make the corpus suitable for early text classification. For every instance, each chunk contains 10% of all the question-answer pairs for that user.
Table 2: Statistics for our asks.fm data.

<table>
<thead>
<tr>
<th>Class</th>
<th>training</th>
<th>test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>cyberbullying</td>
<td>19</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td>non-cyberbullying</td>
<td>190</td>
<td>80</td>
<td>270</td>
</tr>
<tr>
<td>Total</td>
<td>209</td>
<td>88</td>
<td>297</td>
</tr>
</tbody>
</table>

4. Methodology

Early text classification aims at developing a predictive model that is capable of determining the class that a document belongs to as early as possible, using partial information (Escalante et al., 2015). In this scenario, the instances (conversations) are read sequentially in chunks of texts that are fed into a classifier in an incremental fashion to obtain the prediction at chunk $t$. In our case, at every time $t$, we only have access to question-answer pairs in the first $t$ chunks of test data to make the predictions. However, the training is done as usual (using all 10 chunks per instance).

The intuition behind this scenario is to learn the overall pattern of a conversation and to investigate how helpful this pattern is to detect cyberbullying in the early stages of the conversation. This is the most standard framework for early prediction according to different forums such as eRisk (Losada et al., 2017a; Losada et al., 2019).

4.1. Feature Engineering

We use the following features to extract the information from the text:

Lexical: We use word $n$-grams ($n = 1, 2, 3$) and char $n$-grams ($n = 3, 4, 5$) as they are proven to be effective lexical representation for abuse and hate speech detection. For word $n$-gram features, we build a vocabulary that only considers top 10K features ordered by term frequency across the corpus. We weigh each term with its term frequency-inverse document frequency (TF-IDF).

Word Embeddings: The idea behind this approach is to map the words to a vector space model to improve lexical semantic modeling (Le and Mikolov, 2014). We use the pre-trained Google News word2vec model, including embeddings for about 3 million words. We create our feature vector by averaging the word embeddings of all the words in each post.

Style and Writing density (WR): This category extracts the stylistic properties of the text, and consists of the number of words, characters, all uppercase words, exclamations, question marks, as well as average word length, sentence length, and words per sentence.

LIWC (Linguistic Inquiry and Word Count): LIWC2007 (Pennebaker et al., 2007) extracts different language dimensions like different emotions (e.g., sadness, anger, etc.), self-references, and casual words in each text. To create this feature set, we use a normalized count of words separated by any of the LIWC categories.

DeepMoji: The emojis are used to better understand the textual message by suggesting pictures that may help to represent it better. DeepMoji (Felbo et al., 2017) is a deep learning model that is pre-trained on a large set of Twitter data. Given an input text, this model provides an output representation for 64 frequently used online emojis. This representation shows how relevant each of those emojis is to the given input. We apply this pre-trained model on our data and extract the last hidden representation as the feature set for each post.

5. Experiments and Results

In the experiments, for each instance in our corpus, we have ten chunks, any of which includes 10% of question-answer pairs in that conversation. The first chunk contains the oldest 10% of the question-answer pairs, the second chunk consists of the second oldest 10%, and so forth.

5.1. Experimental Setup

In our chunk-by-chunk setting, we consider all questions and all answers within a chunk as the separate documents. Then, we extract the features from each document instead of a single post. The reason for separating questions and answers is that we believe these two categories of posts reflect two different views (i.e., commenters vs. account holder). We concatenate question-based and answer-based feature vectors to get a single representation for each instance. Then we feed these final representations to a linear SVM classifier. For each set of features, we tune the C parameter of the classifier with a grid search over values $\{0.1, 1, 2, 5, 10\}$.

5.2. Evaluation

For evaluating our early predictive model, we report the performance of the different methods using increasing amounts of textual evidence (chunk-by-chunk evaluation). More specifically, we evaluate the model in 10 consecutive iterations across the test set. In the first iteration, we generate a document representation starting with the first chunk, and then for each next iteration, we incrementally add one more chunk of data. The model makes predictions incrementally, as well. This chunk-by-chunk evaluation is a strategy that has been used to evaluate early classification models (Escalante et al., 2015; Errecalde et al., 2017; Losada et al., 2017b; Losada et al., 2018; López Monroy et al., 2018). As for the evaluation metric, we report F1-score for the cyberbullying class (the class of interest). We use this metric because the corpus is highly imbalanced towards the non-cyberbullying class.

5.3. Classification Results

Table 3 shows the classification results in terms of F1-score for the cyberbullying class. The results of WR and LIWC features are not included in the table due to the very low performance of the model using these features. Even combining these features with the other ones does not improve the performance. However, they seem to be helpful for the task of abusive language detection (Samghabadi et al., 2017). This contradiction indicates that in practice, there are some differences between the two tasks of abusive language and cyberbullying detection.

Based on the results, the best F1 measure is obtained from DeepMoji features using eight chunks of data. Even in earlier chunks, this method works significantly better than the other approaches. It shows that emoji-based representation for cyberbullying and non-cyberbullying instances are
likely to be entirely different. We further analyze this result in Section 5.4.

Taking into account that the average number of question-answer pairs in each chunk of the test data is 4, unigram+Word2Vec and DeepMoji features show very promising results in the earlier chunks (considering only a few question-answer pairs). Overall, it seems that adding more information to the test data decreases the performance of the system after a while (especially in the last two chunks). Even for the Word2Vec feature, we get the best performance using only the first two chunks of the data. The reason could be the distribution of the offensive messages in a cyberbullying episode. These events are usually started with a couple of questions/comments from the attacker(s), and as they go forward, one or more users get involved in the conversation as the victim’s bystanders. Some of these users try to encourage the victim to stay strong, and some others start defending the victim by posting aggressive comments targeting the attacker(s). This information possibly confuses the classifier when it gets access to the later chunks. To sum up, Table 3 shows that we can successfully adapt the early text categorization approach to the cyberbullying detection task, where the system shows better performance using less evidence.

5.4. Analysis

Figure 2 illustrates the flow of emojis for a non-cyberbullying and a cyberbullying instance in our corpus. It helps us to understand better why DeepMoji representation helps detect early signs of cyberbullying. For making this figure, we choose 6 out of 64 emojis from the output of the DeepMoji model. We try to select an emoji set that covers various emotions (e.g., happiness, sadness, anger). Then, we plot the probability of each emoji to be related to the textual data we have available in each chunk.

Based on Figure 2a, in a non-cyberbullying thread, we have a mixture of the emojis (i.e., overall, no emoji is dominant). But in a cyberbullying one (Figure 2b), negative emojis like 😈 and 😡 are almost dominant, specifically in the first few chunks. It is interesting to see that laughing face (😂) is also showing a higher probability in this case. So, we can conclude that probably in this instance, the attacker(s) makes fun of the victim.

<table>
<thead>
<tr>
<th>Feature</th>
<th>ch1</th>
<th>ch2</th>
<th>ch3</th>
<th>ch4</th>
<th>ch5</th>
<th>ch6</th>
<th>ch7</th>
<th>ch8</th>
<th>ch9</th>
<th>ch10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>0.46</td>
<td>0.54</td>
<td>0.66</td>
<td>0.76</td>
<td>0.61</td>
<td>0.71</td>
<td>0.71</td>
<td>0.61</td>
<td>0.61</td>
<td>0.67</td>
</tr>
<tr>
<td>Bigram</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.20</td>
<td>0.36</td>
<td>0.36</td>
<td>0.40</td>
<td>0.40</td>
<td>0.22</td>
<td>0.40</td>
</tr>
<tr>
<td>Trigram</td>
<td>0.00</td>
<td>0.20</td>
<td>0.22</td>
<td>0.22</td>
<td>0.40</td>
<td>0.54</td>
<td>0.54</td>
<td>0.61</td>
<td>0.50</td>
<td>0.33</td>
</tr>
<tr>
<td>Char 3gram</td>
<td>0.40</td>
<td>0.22</td>
<td>0.40</td>
<td>0.40</td>
<td>0.54</td>
<td>0.36</td>
<td>0.40</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Char 4gram</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>Char 5gram</td>
<td>0.00</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>0.43</td>
<td>0.59</td>
<td>0.47</td>
<td>0.53</td>
<td>0.53</td>
<td>0.57</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.36</td>
</tr>
<tr>
<td>Unigram + Word2Vec</td>
<td>0.67</td>
<td>0.61</td>
<td>0.67</td>
<td>0.67</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.61</td>
<td>0.66</td>
</tr>
<tr>
<td>DeepMoji</td>
<td>0.73</td>
<td>0.78</td>
<td>0.75</td>
<td>0.80</td>
<td>0.88</td>
<td>0.82</td>
<td>0.82</td>
<td>0.93</td>
<td>0.75</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 3: F1-score for the chunk-by-chunk evaluation for the positive class. The bold values show the best performance gained for each feature set.

6. Conclusion

In this paper, we present a new approach to create a linguistic resource for detecting the early signs of cyberbullying. We start by automatically labeling all rows of data. Then, we move a sliding window through the history of each user’s interactions to find the potential cyberbullying cases based on the ratio of received abusive messages. Finally, each of these possible cyberbullying instances is annotated manually to make sure that it includes a cyberbullying incident. We follow the same process to label the non-cyberbullying class. Furthermore, we use a simple set of lexical, semantic, and stylistic features to train an SVM classifier for cyberbullying detection. This system is evaluated over the different chunks of test data iteratively. The final results demonstrate that early text classification scenarios can be successfully adapted to detect cyberbullying at the early stages.

For future work, we plan to enrich our ask.fm corpus by collecting more users. Also, instead of chunk-by-chunk evaluation, we plan to examine the post-by-post evaluation that is closer to the real case scenario. Our ultimate goal is to design a sequential decision-making module, which can provide accurate and timely predictions on whether to label a conversation as cyberbullying based on the current information, or wait for more evidence.
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Abstract
Detecting abusive language is a significant research topic, which has received a lot of attention recently. Our work focuses on detecting personal attacks in online conversations. As previous research on this task has largely used deep learning based on embeddings, we explore the use of lexicons to enhance embedding-based methods in an effort to see how these methods apply in the particular task of detecting personal attacks. The methods implemented and experimented with in this paper are quite different from each other, not only in the type of lexicons they use (sentiment or semantic), but also in the way they use the knowledge from the lexicons, in order to construct or to change embeddings that are ultimately fed into the learning model. The sentiment lexicon approaches focus on integrating sentiment information (in the form of sentiment embeddings) into the learning model. The semantic lexicon approaches focus on transforming the original word embeddings so that they better represent relationships extracted from a semantic lexicon. Based on our experimental results, semantic lexicon methods are superior to the rest of the methods in this paper, with at least 4% macro-averaged F1 improvement over the baseline.

Keywords: Abusive Language Online, Personal Attacks, Embeddings, Lexicons

1. Introduction
The pervasiveness of social media and the increase in online interactions in recent years has also led to a surge of online abusive behavior, which can be exhibited in different forms: toxic comments, aggression, hate speech, trolling, cyberbullying, etc. Online abuse influences individuals and communities in many ways, from leading users to quit a particular online site, to move away from their home, or to even commit suicide. Governments as well as social media platforms are under pressure to detect and remove abusive posts and users. On the other hand, online communities thrive on free speech and would be damaged by flagging and removing innocent users. Many efforts have been made for these tasks, including automated systems as well as employing human moderators.

At a first glance, NLP models can learn linguistic patterns in conversations and detect offensive speech using features such as swear words or racial/sexist slurs. This becomes a difficult research problem as online conversational text contains casual language, abbreviations, misspellings, slang, etc. Additionally, there are gray areas which make it hard to determine if a comment is actually offensive or abusive. Methods employing word or character embeddings have been used successfully in many NLP tasks such as sentiment analysis or classification. A great part of the current research in the field of abuse detection in online conversations is based on deep learning with embeddings; for example, see (Gamback and Sikdar, 2017; Pavlopoulos et al., 2017; Gunasekara and Nejadgholi, 2018; Mishra et al., 2018; Zhang et al., 2018) among others.

In this study, we explore different ways of using lexicons to enhance deep learning methods that use embeddings and how they apply to the task of detecting abusive language. Specifically, we apply Convolutional Neural Networks to automatically identify comments which contain personal attacks (Wulczyn et al., 2017). Our research follows two very different ways in the literature to employ lexicons. First, we look at the use of sentiment lexicons, a form of sentiment dictionary associating words with sentiments. We choose to follow the work by (Shin et al., 2017) which uses sentiment lexicon-based embeddings alongside word embeddings and integrates them in its convolutional model in different ways. Second, we explore semantic lexicons, which contain semantic relationships between words (for example, synonyms or antonyms). These methods essentially transform the word embeddings themselves so that they better reflect the semantic relationships of the words, based on the semantic lexicon. To the best of our knowledge, none of these ideas or the specific methods we use in this paper have been applied towards the detection of abusive language or related tasks. Our experiments show that the semantic lexicon based methods outperform the baseline CNN, while the sentiment lexicon methods perform the same or lower than the baseline. Additionally, the semantic lexicon methods offer an efficient and flexible approach to enhance embeddings (as also discussed in Vulić et al., 2018).

The following sections give an overview of related work, describe our corpus and the different approaches implemented and applied in this paper, and present our experimentation and results, followed by concluding remarks.

2. Related Work
Related work has focused on many tasks in the field of abuse detection, for example, detecting hate speech (e.g., Saleem et al., 2017), abuse (e.g., Waseem et al., 2017), gender- or ethnic-based abuse (e.g., Basile et al., 2019), and aggression (e.g., Kumar et al., 2018), among others. There has been much work in literature with the Wikipedia Toxicity corpora used in our paper (see Section 3). The creators of these corpora, Wulczyn et al. (2017), explored character as well as n-gram based models with logistic regression and multi-layer perceptron models.
Gunasekara et al. (2018) used a related dataset from a Kaggle challenge targeting a multi-label classification task. Some papers (e.g. Brassard-Gourdeau et al., 2019) focused on the Toxicity corpus, not the Personal Attacks corpus, which we use. Similarly to our work, Brassard-Gourdeau et al. (2019) utilized sentiment lexicons. They used the sum of the sentiment score of each word in the comment, which is quite different from the sentiment lexicon approaches we employed in this paper.

Recent research, such as (Pavlopoulos et al., 2017; Mishra et al., 2018; Kumar et al., 2019; Bodapati et al., 2019), included experimental results with the Personal Attacks corpus. Pavlopoulos et al. (2017) used a Recursive Neural Network (RNN) along with an attention mechanism. Mishra et al. (2018) built on the previous work by using character n-grams; their best algorithm achieved an F1 macro of 87.44 on the Personal Attacks data. Bodapati et al. (2019) compared different methods such as fasttext, CNN, and BERT using various combinations of word, character, and subword units and reported that they achieved state-of-the-art F1 macro (89.5) on the Personal Attacks data with BERT fine tuning. These papers either followed different preprocessing (for example, removed stop words or used bigrams) or a different experimentation setup (for example, artificially balanced the dataset or used a different split on the data), etc. Therefore, we cannot directly compare their results with ours. Ultimately, the goal of our paper is to explore the impact of using sentiment and semantic lexicons to enhance embedding-based methods, achieved by comparing these methods with our CNN baseline (see Section 4).

To the best of our knowledge, none of the sentiment or semantic lexicon ideas in this work have been applied towards abuse detection. Note that an early draft of this work with preliminary results was shown in (Koufakou and Scott, 2019). In the current paper, we present additional algorithms, extensive experimentation and results, and an in-depth examination of the results and our observations. Beyond abusive language detection, one of the semantic lexicon approaches we used, retrofitting (Faruqui et al., 2015), has been successfully applied to the classification of pathology reports by (Alawad et al., 2018).

3. Corpus

For this paper, we focus on data released from the Wikipedia Detox Project (Wulczyn et al., 2017). We obtain the data from figshare. The three corpora included in the release are Personal Attacks, Aggression, and Toxicity; we focus on the Personal Attacks corpus. This contains more than a 100k comments from English Wikipedia labeled by approximately 10 annotators via Crowdflower on whether or not it contained a personal attack. The data also contains additional fields, such as the type of attack; we use only the comment text and whether it contained an attack or not (label).

First, we apply basic preprocessing to the comment text, for example: force lowercase, remove multiple periods or spaces, but keep the main punctuation. We do not remove stop words or fix spelling errors. We then extract single tokens (unigrams). Finally, we remove any records that ended up empty after the preprocessing. The resulting dataset contains a total of 115,841 text comments, each with annotations by about 10 human workers which indicated whether or not each worker believed the comment contained a personal attack. A comment in our data is labeled as an attack if at least 5 annotators labeled it as an attack. As a result, the dataset has the record and label characteristics shown in Table 1.

4. Approaches

In this section, we describe our baseline model, the sentiment lexicon approaches, and the semantic lexicon approaches. Figure 1 displays diagrams for the two different approaches explored in this paper.

4.1 Baseline

As our baseline, we employ a convolutional neural network (CNN) (Kim, 2014). This choice was made to follow (Shin et al., 2017) discussed in the next section. Additionally, in early experiments, our CNN did better on our data than other models we tried (e.g. RNN or GRU).

We first extract words from our corpus (as described in Section 3) and then create a word embedding matrix, which is the input to the model (see Section 5.1 for the embeddings we use in our experiments).

Word embeddings are first passed through an embedding layer, kept static in our experiments, before being fed as input into the convolutional layers. The window sizes of the convolutional filters are 3, 4, and 5: using multiple filters enables us to extract multiple features. We use Rectified Linear Unit (ReLU) as the activation function. The feature maps generated by the convolutions are passed through a max pooling layer, which gives the maximum value from each feature map. The results are concatenated and passed to a soft-max fully connected layer to produce the classification.

4.2 Sentiment Lexicon Approaches

Sentiment lexicons generally associate each term in the lexicon with a positive or negative score. A term in the lexicon might be associated with a positive or negative label or it might be given an emotion (e.g. angry or happy) or it might have a continuous sentiment score.

For this section, we experiment with techniques from the paper by Shin et al. (2017). Figure 1(a) shows an overview of the sentiment lexicon approaches. These ideas involve creating sentiment embeddings from sentiment lexicons and then integrating the sentiment embeddings to the model (CNN) in different ways. For each word \( w \) in the corpus, we search for \( w \) in each sentiment lexicon; then, we construct a sentiment lexicon embedding by concatenating all the lexicon values corresponding to \( w \).

<table>
<thead>
<tr>
<th>Attack</th>
<th>14,205</th>
<th>12.3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Attack</td>
<td>101,636</td>
<td>87.7%</td>
</tr>
<tr>
<td>Total</td>
<td>115,841</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table 1: The resulting Personal Attack dataset
If \( w \) is not found in a lexicon, the value for that lexicon in the resulting embedding is 0. The lexicon embedding is a vector of dimensionality \( l \), where \( l \) is the total number of sentiment lexicons. Finally, the word and sentiment lexicon embeddings are used by the model in different ways, described next.

The three approaches with sentiment lexicons based on (Shin et al., 2017) are briefly introduced below – the reader is referred to the original paper for more details:

**Naive Concatenation (NC):** This approach does not require any changes to the baseline model, as all of the modifications are on the embedding preparation stage. As described earlier, we extract sentiment lexicon entries for each word in our corpus. The entry from each lexicon is appended to the word embedding as an additional dimension before being fed into the embedding input layer. If \( l \) is the sentiment lexicon embedding dimensionality and \( m \) is the word embedding dimensionality, the resulting embedding for this approach is an \((l+m)\)-dimensional combined embedding (word + sentiment).

**Separate Convolution (SC):** This approach does change the network from the baseline by adding a second input layer, and a second, parallel set of convolutional layers for the lexicon embeddings. The network has two inputs: one for the word embeddings and one for the lexicon embeddings, while the data input to each is, as before, the encoded text comments. The matrix of word embeddings and matrix of lexicon information each separately pass through convolutional layers, then are concatenated before continuing through the softmax layer of the network, as before.

**Embedding Attention Vector (EAV):** This approach utilizes the idea of attention. First, an attention matrix is constructed by performing multiple convolutions on the document matrix. Then, the attention vector is created by performing max pooling on each row of the attention matrix. The Embedding Attention Vector (EAV) is created by multiplying the transposed document matrix to the attention vector. EAVs are created for word and for lexicon embeddings. Finally, the resulting EAVs are appended to the penultimate layer of the network to serve as additional information for the softmax layer.

### 4.3 Semantic Lexicon Approaches

Semantic lexicons contain semantic relationships among the terms in the lexicon, for example synonyms. The main idea behind semantic lexicon-enhanced embeddings is that embeddings of words that are linked in the semantic lexicon should have similar vector representations (Faruqui et al., 2015).

The techniques presented in this section are quite different from the sentiment-lexicon approaches in the previous section: the techniques in this section use semantic knowledge to enhance (or transform) the word embeddings themselves rather than use the lexicon information in the learning process.

The block diagram in Figure 1(b) illustrates the semantic lexicon methods. The figure only refers to the first method in this section (retrofitting) for simplicity: any of the other methods can substitute it in the diagram. As shown in the diagram, the word embeddings pass through a retrofitting algorithm, resulting in the transformed embeddings (Retrofitted Word Embeddings) that are then fed into the model. These methods do not change the model itself, only the embeddings.

The three semantic lexicon approaches employed in this paper are briefly introduced below – the reader is referred to the original papers for more details:

**Retrofitting:** The first method in this section focuses on enhancing the word embeddings by “retrofitting” them to a semantic lexicon, as proposed by Faruqui et al. (2015). This method extracts synonym relationships from a semantic lexicon and “retrofits” the word embeddings based on belief propagation so that the vectors for synonym words are closer together in the vector space.

**ATTRACTION-REPEL (AR):** While the Retrofitted embeddings focus on synonym relationships, more recent methods explore antonyms as well. The second method we explore is ATTRACTION-REPEL (AR) proposed by Mrkšić et al. (2017). The key idea of this work is a process to fine tune pre-trained word embeddings also based on semantic constraints extracted from semantic lexicons. Given the initial vector space and collections of ATTRACTION (synonym) and REPEL (antonym) constraints, the model gradually modifies the...
space to bring the designated word vectors closer together (synonyms) or further apart (antonyms).

**Post-Specialized**: Another issue for the semantic lexicon approaches is that semantic lexicons cover a small portion of the words in the corpus. This means that part of the word vectors resulting from retrofitting or AR (see above) are unchanged compared to the original word vectors, as a fraction of the words in the vocabulary are not found in the semantic lexicon. This was addressed by the third method we explore, called Post-Specialized Word Embeddings, proposed by Vulić et al. (2018). This method extends the fine-tuning or specialization of embeddings to words not found in the external semantic lexicons. Essentially, it learns a mapping function based on the transformation of the “seen” words (e.g., the transformation from the original vectors into the AR vectors) and then applies this mapping to the vector space of the “unseen” words. The mapping is implemented as a deep feed-forward NN with non-linear activations.

5. Experiments

5.1 Experimental Setup

For our implementation, we use TensorFlow executed on Google Cloud TPUs on the TensorFlow Research Cloud, using a free trial of Cloud TPUs. We evaluate the network after 10,000 TPU steps of training with a randomly shuffled and batched training dataset, a learning rate of 0.001, dropout of 0.5, Adam optimizer, and 90-10 training-test split.

For the sentiment lexicon approaches (see section 4.2), we use the code provided online by Shin², though we had to make several modifications to adapt it to TPU-based code, handle old versions issues, etc.

For the semantic lexicon approaches (see section 4.3), we first construct our word embeddings as described in the next section. Then, we run the code provided by the authors of the corresponding papers⁶ (with the parameters and lexical constraints/lexicons they provide) in order to “retrofit” or “specialize” our word embeddings as applicable. Finally, we use the resulting embeddings as input into the model.

5.2 Embeddings

We first pre-process the data, tokenize and generate word embeddings (see section 3 for our preprocessing and tokenization). Since the comments vary in length, we set the max document length to 400. Early on, we experimented with various types of embeddings (fasttext, pre-trained, etc.) and we saw that we obtain good results using gensim word2vec⁷ on all tokenized sentences of our corpus (minimum word occurrences and iterations is set to 5). For all of our experiments, we use dimensionality of 200 or 300 (also used in the original papers) and report the best result.

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Type</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFINN-96</td>
<td>Sentiment</td>
<td>3.3%</td>
</tr>
<tr>
<td>NRC</td>
<td>Sentiment</td>
<td>11.1%</td>
</tr>
<tr>
<td>MSOL-June15-09</td>
<td>Sentiment</td>
<td>38.8%</td>
</tr>
<tr>
<td>Bing-Liu</td>
<td>Sentiment</td>
<td>10.2%</td>
</tr>
<tr>
<td>PPDB-XL</td>
<td>Semantic</td>
<td>67.5%</td>
</tr>
</tbody>
</table>

Table 2: The coverage for the vocabulary in our corpus by each lexicon we use

Specifically for the Post-Specialized method (Vulić et al., 2018), we are unable to run the code using our own word embeddings (trained on our corpus, as described above), so we utilize the SGNS-BOW2 embeddings as provided with the post-specialization code⁶ (Skip-Gram Negative Sampling, pre-trained on the Polyglot Wikipedia, 300-d). We see that this set of vectors covers about 90% of our vocabulary.

5.3 Lexicons

In this paper, we utilize the following sentiment lexicons for the sentiment lexicon methods (see section 4.2):

- **AFINN-96**: The AFINN-96 sentiment lexicon (Nielsen, 2011) contains 3,382 words rated between -5 (most negative) and 5 (most positive).
- **NRC**: The National Research Council Emotion Lexicon (Mojaddadi et al., 2013), commonly referred to as NRC EmoLex, contains 14,182 words labeled with eight emotions (anger, fear, etc.) and sentiment polarity (negative or positive).
- **MSOL-June15-09**: The Macquarie Semantic Orientation Lexicon, or MSOL, contains a total of 76,400 entries either labeled as positive or negative (Mojaddadi et al., 2009). It has 51,208 single-word entries.
- **Bing-Liu**: The Bing-Liu Opinion contains 6,789 positive or negative words. The list was originally compiled as part of a study on mining and summarizing customer reviews but subsequently grew into a larger lexicon (Hu and Liu, 2004).

The sentiment lexicons above are preprocessed into lexicon embeddings using python code we wrote. Each lexicon is reduced to a key-value pairing of a word or phrase with its polarity value, which is -1 for negative polarity, 1 for positive polarity, or 0 for neutral. As described in section 4.2, every matching entry between our vocabulary and each sentiment lexicon is used to build the sentiment lexicon embeddings, following the work in the original paper by (Shin et al., 2017).

For retrofitting (Faruqui et al., 2015), we utilize the PPDB-XL lexicon, as it was shown to have superior performance in the original paper and it had the best performance in our early trials. This lexicon is based on the paraphrase database (Ganitkevitch et al., 2013) with more than 220 million

---

⁴ https://www.tensorflow.org/tfrc
⁵ https://github.com/enormylp/doc-classify
⁶ https://github.com/mfaruqui/
https://github.com/mmksic/attract-repel
https://github.com/cambridgeltl/post-specialisation
⁷ https://radimrehurek.com/gensim/models/word2vec.html
⁸ https://github.com/fnielsen/afinn
⁹ http://saifmohammad.com/WebPages/lexicons.html
¹⁰ https://www.saifmohammad.com/Lexicons
¹¹ http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar
¹² http://paraphrase.org/#/download
paraphrase pairs of English; of these, 8 million are lexical (single word to single word) paraphrases. For the rest of the semantic lexicon approaches (AR and Post-Specialized, see section 4.3), we use the lexical constraints as they are provided with the code of the respective paper.

We also provide the coverage of the vocabulary in our corpus by each lexicon we use (see Table 2). From the table, the coverage by the semantic lexicon is good, while for any sentiment lexicons, the word coverage is low. It is important to note that the sentiment lexicon percentages are similar to percentages in original paper for the related algorithms by (Shin et al., 2017).

5.4 Experimental Results and Discussion

Table 3 shows our results for the sentiment lexicon methods (see section 4.2) and the semantic lexicon methods (see section 4.3) versus our baseline (CNN, per the description in section 4.1). We present results averaged over 10 different runs and reported accuracy, precision, recall, F1-score, and macro averaged F1-score (or F1-macro). As our dataset is very imbalanced (see Table 1), accuracy is not a good metric for comparison. The F1-score is the harmonic mean of the precision and recall. The macro averaged F1-score is the average of the F1-score for each class, averaged without taking class distribution into consideration. The macro-averaged F1 is better suited for showing the effectiveness of algorithms on smaller classes, which is important as we are interested in the small percentage of personal attacks in the data.

Overall, the sentiment lexicon techniques from (Shin et al., 2017) do not make a difference to the baseline or do worse than the baseline. For example, the baseline CNN with embeddings trained on our data has an F1-macro of 90.1 and all the sentiment lexicon methods have F1-macro from 85.7 to 90. Even through the low coverage of the words in our corpus by the sentiment lexicons (see Table 2) might seem like the likely reason for this, we note that the lexicon coverage in our paper is similar to the one reported in the original paper for these methods (Shin et al., 2017). One thing that we thought might improve the performance of these methods was to introduce more sentiment lexicons; however, we do not see a difference in performance from using one lexicon to using all four, so we do not further pursue this line of work (see section 0 for the sentiment lexicons we use and their coverage for our corpus). Extending our work to hate lexicons such as Hatebase13 or HurtLex14 is a line of future work.

On the other hand, all semantic lexicon approaches perform better than the baseline. The best performing semantic lexicon approach is the Post-Specialized Embeddings (Vulić et al., 2018) with a 95.1 F1-macro, followed closely by the other two semantic-based approaches (around 94 F1-macro) versus 90.1 for the baseline CNN with embeddings trained on our corpus. It is noteworthy that the Post-Specialized experiments in Table 3 use pre-trained embeddings (SGNS-BOW2), while the other two methods (Retrofitted and AR) use the respective techniques on the embeddings trained on our corpus (see section 5.2 for more information on the embeddings we used in our experiments).

A combination of the sentiment with the semantic lexicon approaches does not seem to yield better results: for example, applying first Naïve Concatenation (NC) of sentiment lexicon and word embeddings (see section 4.2) and then using the resulting embeddings in the Retrofitting approach (see section 4.3) shows no difference from the metrics shown in Table 3 for Retrofitted embeddings.

From the semantic lexicon approaches, it is noteworthy that the Retrofitting approach is the simplest of the semantic lexicon approaches, still it performs quite well (see Table 2). In order to explore the transformation of the words from our corpus in the vector space, we look at different word vectors before and after they are retrofitted to the semantic lexicon (Faruqui et al., 2015). All the results in the following discussion are according to cosine similarity.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Embeddings</th>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>F1-macro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Word Embeddings</td>
<td>CNN</td>
<td>95.9 ± 0.2</td>
<td>85.3 ± 0.8</td>
<td>80.1 ± 0.7</td>
<td>82.6 ± 0.6</td>
<td>90.1 ± 0.3</td>
</tr>
<tr>
<td>Sentiment Lexicon</td>
<td>Sentiment Word Embeddings</td>
<td>NC CNN</td>
<td>95.9 ± 0.1</td>
<td>87.6 ± 0.8</td>
<td>76.8 ± 1.1</td>
<td>82.4 ± 0.5</td>
<td>90.0 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>(Shin et al., 2017)</td>
<td>SC CNN</td>
<td>95.1 ± 0.1</td>
<td>85.1 ± 0.9</td>
<td>73.3 ± 1.4</td>
<td>78.7 ± 0.5</td>
<td>88.0 ± 0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EAV CNN</td>
<td>95.0 ± 0.1</td>
<td>83.9 ± 1.0</td>
<td>67.3 ± 1.6</td>
<td>75.5 ± 0.8</td>
<td>85.7 ± 0.4</td>
</tr>
<tr>
<td>Semantic Lexicon</td>
<td>Retrofitted Word Embeddings</td>
<td>CNN</td>
<td>97.6 ± 0.1</td>
<td>93.8 ± 0.2</td>
<td>86.6 ± 1.0</td>
<td>90.0 ± 0.5</td>
<td>94.3 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>(Faruqui et al., 2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATTRACT-REPEL Word Embeddings</td>
<td>CNN</td>
<td>97.4 ± 0.0</td>
<td>93.2 ± 0.4</td>
<td>85.9 ± 0.5</td>
<td>89.4 ± 0.1</td>
<td>94.0 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>(Mrkšić et al., 2017)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Post-Specialized (on SGNS-BOW2)</td>
<td>CNN</td>
<td>98.0 ± 0.0</td>
<td>95.3 ± 0.2</td>
<td>87.7 ± 0.7</td>
<td>91.4 ± 0.4</td>
<td>95.1 ± 0.2</td>
</tr>
</tbody>
</table>

Table 3: Results for our baseline, sentiment lexicon and semantic lexicon approaches (best results in **bold**)

The word ‘lie’ has the word ‘truth’ as its closest word in the original embeddings (similarity = 0.54), and the word ‘liar’ in the Retrofitted embeddings (similarity = 0.75). Also, the word ‘moron’ has the word ‘oxymoron’ as its closest word in the original embeddings (similarity = 0.73), and the word ‘retard’ in the Retrofitted embeddings (similarity = 0.87).

When we look at the twenty closest words of the word ‘moron’ using Retrofitted embeddings, the word ‘oxymoron’ is not in the list. When we pull the twenty closest words for the word ‘bye’, the results for the original embeddings include ‘wanker’, ‘sup’, ‘dickface’, and ‘slut’, while the results for the Retrofitted embeddings include no such words. Instead the Retrofitted results include ‘farewell’, ‘goodbye’, ‘ciao’ and ‘adios’, which are not in the original embedding results.

We additionally look at the same word-pairs with and without retrofitting. The similarity of ‘happy’ and ‘delighted’ is 0.54 in the original embeddings and 0.78 in the Retrofitted embeddings. The similarity of ‘moron’ and ‘idiot’ is 0.65 in the original embeddings and 0.84 in the Retrofitted embeddings.

At the same time, the similarity of ‘user’ and ‘admin’ is almost identical with and without Retrofitting (we checked and both words are in the semantic lexicon, PPDB-XL, used for the retrofitting). These results show that vectors for semantically related words do become more similar after retrofitting, while vectors for unrelated words stay unchanged.

Finally, we apply Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE) (van der Maaten and Hinton, 2008). Given the word ‘lie’ and its fifteen closest words (based on cosine similarity; fifteen was chosen for better visualization), Figure 2 shows a PCA projection and Figure 3 shows the t-SNE plot. As shown in Figures 2 and 3, the fifteen closest words for the original embeddings contain close words such as ‘accusation’, ‘insult’, ‘joke’, ‘claim’. At the same time, the closest words for the Retrofitted embeddings are more...
similar to the word ‘lie’. In the t-SNE plot of the original embeddings (see Figure 3(a)), the work ‘lie’ is found close in the plot to ‘truth’, ‘reality’ or ‘fool’, while in the Retrofitted embeddings (see Figure 3(b)), it is close to ‘liar’, ‘lies’, and ‘lying’.

6. Conclusion

In this paper, we explore the use of lexicons, semantic or sentiment, for embedding-based methods towards the detection of personal attacks in online conversations (Wulczyn et al., 2017). The two types of approaches we employ are quite different in the type of lexicons they employ (sentiment or semantic) as well as how they use the lexicons in the learning process.

The sentiment lexicon approaches use the lexicons to create additional sentiment lexicon embeddings that are then used alongside the word embeddings in different ways (concatenation, separate convolutions or using attention mechanisms). The semantic lexicon methods use the original word embeddings and “enhance” them to better represent semantic relationships in the vector space, using the relationships extracted from the semantic lexicon. Our experiments provide evidence that enhancing word embeddings using semantic lexicons shows promise for the task of abusive language detection. Besides improving detection accuracy for our data (in the form of F1-macro), these methods are fast and flexible, for example, they do not alter or depend on the type of learning model.

We plan to extend the approaches in this paper to enhance embeddings using hate speech lexicons, such as the ones presented in (Bassignana et al., 2018) and (Wiegand et al., 2018). We also plan to explore BERT fine-tuning as in (Bodapati et al., 2019) and to explore the applicability of these methods in different data and languages other than English.
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Abstract
In this paper, we discuss the development of a multilingual annotated corpus of misogyny and aggression in Indian English, Hindi, and Indian Bangla as part of a project on studying and automatically identifying misogyny and communalism on social media (the ComMA Project). The dataset is collected from comments on YouTube videos and currently contains a total of over 20,000 comments. The comments are annotated at two levels - aggression (overtly aggressive, covertly aggressive, and non-aggressive) and misogyny (gendered and non-gendered). We describe the process of data collection, the tagset used for annotation, and issues and challenges faced during the process of annotation. Finally, we discuss the results of the baseline experiments conducted to develop a classifier for misogyny in the three languages.

Keywords: Misogyny, Aggression, ComMA Project, Hindi, Bangla

1. Introduction
The proliferation in Social Networking (platforms and users) has transformed our communities and the manner in which we communicate. One of the widespread impact can be seen through the hate that has been vocalised through platforms like Facebook, Twitter, and YouTube, where content sharing and communication are integrated together. The hurtfulness itself is not a novel discovery but the intensity and hostility lying in the expression is a matter of grave concern. Articulation of hurtfulness is often strong enough to break down or weaken the community ties. As the impact of such articulation travels from online to offline domain, resultant reactions frequently lead to incidents like organised riot-like situations and unfortunate casualties to ultimately broaden the scope of marginalisation of individuals as well as communities. Mr. Nilesh Christopher in his August, 2019 article published in the online news portal Wired has reported how one particular platform named TikTok came in handy to spread caste-based atrocities in Tamil Nadu, India. Banaji et al. (2019) in a research report on the assessment of WhatsApp abuses in India says in one of its key findings "... in the case of violence against a specific group (Muslims, Christians, Dalits, Adivasis, etc.) there exists widespread, simmering distrust, hatred, contempt and suspicion towards Pakistanis, Muslims, Dalits and critical or dissenting citizens.... WhatsApp users in these demographics are predisposed both to believe disinformation and to share misinformation about discriminated groups in face-to-face and WhatsApp networks." The report also observes that with the sweeping spread of WhatsApp, there has evolved newer forms of virtual violence against women as well. "Forms of WhatsApp- and smart-phone enabled violence against women in India include unsolicited sexts, sex tapes, rape videos, surveillance, violation of privacy, bullying, forced confrontation with pornographic material, blackmail and humiliation." Thus, it has become all the more important for scholars and researchers to take the initiative and find methods to identify and compile the source and articulation of aggression. It is for this reason that we have initiated the building of a sizeable corpus comprising YouTube comments to understand misogyny and aggression in user-generated posts and automatically identify those. In recent times, there has been a large number of studies exploring different aspects of hateful and aggressive language and their computational modelling and automatic detection such as toxic comments1 (Thain et al., 2017), trolling (Cambria et al., 2010; Kumar et al., 2014; Mojica de la Vega and Ng, 2018; Mihaylov et al., 2015), flaming / insults (Sax, 2016; Nitin et al., 2012), radicalization (Agarwal and Sureka, 2015; Agarwal and Sureka, 2017), racism (Greve and Smeaton, 2004; Grevvy, 2004; Waseem, 2016), online aggression (Kumar et al., 2018a), cyberbullying (Xu et al., 2012; Dadvar et al., 2013), hate speech (Kwok and Wang, 2013; Djuric et al., 2015; Burnap and Williams, 2015; Davidson et al., 2017; Malmusi and Zampieri, 2017; Malmisi and Zampieri, 2018; Waseem and Hovy, 2016), abusive language (Waseem et al., 2017; Nobata et al., 2016; Mubarak et al., 2017) and offensive language (Wiegand et al., 2018; Zampieri et al., 2019). Prior studies have explored the use of aggressive and hateful language on different platforms such as Twitter (Xu et al., 2012; Burnap and Williams, 2015; Davidson et al., 2017; Wiegand et al., 2018), Wikipedia comments1, and Facebook posts (Kumar et al., 2018a). Our present study is one of the first studies to make use of YouTube comments for computational modelling of aggression and misogyny (although there have
been quite a few studies on pragmatic aspects of YouTube comments such as (Garcés-Conejos Blitvich, 2010; Garcés-Conejos Blitvich et al., 2013; Lorenzo-Dus et al., 2011; Bou-Franch et al., 2012). Some of the earlier studies on computational modelling of misogyny have focussed almost exclusively on tweets ((Menczer et al., 2015; Frenda et al., 2019; Hewitt et al., 2016; Fersini et al., 2018b; Fersini et al., 2018a; Anzovino et al., 2018; Sharifirad and Matwin, 2019)). Also, all of these studies have focussed on either English or European languages like Italian and Spanish. And as such this is the first study on computational modelling of misogyny in two of India’s largest languages - Hindi and Bangla.

In the following sections, we will discuss the corpus collection and annotation for this study and the development of a baseline misogyny classifier for the two languages.

2. Context of the Study: The ComMA Project

The use of a wide range of aggressive and hateful content on social media becomes interesting as well as challenging to study in context to India which is a secular nation with religious as well as linguistic and cultural heterogeneity. The present work is being carried out within the ‘Communal and Misogynistic Aggression in Hindi-English-Bangla (ComMA) project’. The broader aim of this project is to understand how communal and sexually threatening misogynistic content is linguistically and structurally constructed by the aggressors and harassers and how it is evaluated by the other participants in the discourse. We will use the methods of micro-level discourse analysis, which will be a combination of conversation analysis and the interactional model used for (im)politeness studies, in order to understand the construction and evaluation of aggression on social media.

We will use the insights from this study to develop a system that could automatically identify if some textual content is sexually threatening or communal on social media. The system will use multiple supervised text classification models that would be trained using a dataset annotated at 2 levels with labels pertaining to sexual and communal aggression as well as its evaluation by the other participants. The dataset will contain data in two of the largest spoken Indian languages - Hindi and Bangla – as well as code-mixed content in three languages – Hindi, Bangla and English. It will be collected from both social media (like Facebook and Twitter) as well as comments on blogs and news/opinion websites.

The research presented in this paper focusses on one part of the project - automatic identification of misogyny.

3. Corpus Collection

3.1. Sources

For the purpose of the project, online sources laden with comments were carefully selected. In general, extensively used social media platforms were considered primary sources because of their massive footfall. Other than social media we also looked at some other popular streaming and sharing platforms. These were namely

- Facebook
- Twitter
- YouTube

The actual sources of information ranged from public posts, tweets, video blogs (vlogs), news coverage and so on. We have considered posts and discussion on current popular political issues related to feminine beauty and grooming related vlogs, discussions on the life-choices of female celluloid stars and national policy related debates pertaining to female empowerment. In the process of collection throughout, we have collected only the public posts and comments on them.

3.2. Sampling Criteria for Conversations

Given the desired output of the project and its requirements, conversations and opinions were selected on the basis of the points mentioned below

3.2.1. The Volume of Conversation

In order to prepare a considerable dataset for training and looking at the requirement, only those posts and/or conversations were selected which saw a large user engagement in terms of the comments received on them. On an average, we collected data from those posts/videos which had received a minimum of 100-150 comments. This not only ensured a higher volume of data but also more relevant kind of data since it was observed that there is a greater possibility of the presence of aggressive and misogynous comments in longer stretches of conversation.

3.2.2. The Relevance Criterion

As we mentioned earlier, the choice of source materials was not random. Rather, a selection criterion was followed. After copious deliberations with the members, it was determined that we can only entertain those sources where misogyny is more likely to be expressed. A list of domains of possible source materials was considered and to name a few of those included the following -

- women’s fashion vlogs
- women’s fitness tips videos
- news coverage of violent crime involving women
- celebrity news and gossip vlogs
- current socio-political commentaries and pertinent issues
- any other issue of immediate interest
3.2.3. Language
India is a multilingual nation, therefore, it was not surprising to find content from any one source expressed in multiple languages. As such during the initial process of data collection from designated sources we needed to carefully separate content in different languages. Therefore, a language identification task was taken up with the native speakers. A separate task was also carried out to separate Bangladeshi and Indian varieties of Bangla since the two varieties differ substantially in the choice of lexicon as well as morpho-syntactic structures. At this point of time, we included only the Indian variety of Bangla in the dataset since we did not have sufficient instances of the Bangladeshi variety to be useful in the present task and mixing up the two varieties would have only made the dataset noisier. We are thankful to one of the reviewers for suggesting this translation.

We would like to mention here that all of the data are represented as they were from the actual posts/sources. The authors and the project members do not bear ill feeling to people/names mentioned in the examples. Also, we do not endorse such aggressive and misogynistic language as one may find in the examples.

4. The Aggression Tagset

In this section, we present the detailed guidelines for annotating the text from social media with information about aggression and misogyny. It gives a description of these categories and the features and, how those were employed during the annotation process. All annotations have been carried out at the level where the annotation target was a complete post, a comment or any one unit of the discourse. We would like to mention here that all of the data are represented as they were from the actual posts/sources. The authors and the project members do not bear ill feeling to people/names mentioned in the examples. Also, we do not endorse such aggressive and misogynistic language as one may find in the examples.

The aggression annotation was carried out using the aggression tagset (discussed in Kumar et al., 2018b). The tagset is reproduced in Table 1.

<table>
<thead>
<tr>
<th>TAG</th>
<th>AGGRESSION LEVEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAG</td>
<td>Overtly Aggressive</td>
</tr>
<tr>
<td>CAG</td>
<td>Covertly Aggressive</td>
</tr>
<tr>
<td>NAG</td>
<td>Non-Aggressive</td>
</tr>
</tbody>
</table>

Table 1: Aggression Annotation Tagset

5. The Misogyny Tagset

Misogyny identification is a binary classification task and the labels that we use for the task (Table 2) as well as the detailed guidelines (as developed and used by the annotators) are discussed below.

<table>
<thead>
<tr>
<th>TAG</th>
<th>ATTRIBUTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEN</td>
<td>Gendered or Misogynous</td>
</tr>
<tr>
<td>NGEN</td>
<td>Non-gendered or Non-misogynous</td>
</tr>
</tbody>
</table>

Table 2: Misogyny Annotation Tagset

5.1. Gendered or Misogynous (GEN)

This refers to such cases where verbal aggression aimed towards

- the stereotypical gender roles of the victim as well as the aggressor
- aggressive reference to one’s sexuality and sexual orientation
- attacks the victim because of/because of referring to her/his gender (includes homophobic and transgender attacks)
- includes attack against the victim owing to not fulfilling gender roles assigned to them or fulfilling the roles assigned to another gender

Some of the examples of this class are given below.

- tere ma se puch sale tera bap kon h [Go and ask your mother who your father is.]
- Napushank tha Nehru... lesbo thi indira [Nehru was impotent, Indira was a lesbian]
- Is hijray Rajnath ko chori palna do [Put bracelets on this trans/third gender person Rajnath]

5.2. Non-gendered or Non-Misogynous (NGEN)

The text which is not gendered will be marked not gendered.

---

2Disclaimer: We would like to mention here that all of the data/examples included in this section are represented as they were collected from the actual posts/sources. The authors of the paper do not bear ill feeling to people/names mentioned in the examples. Also, we do not endorse such aggressive and misogynistic language as one may find in the examples and the research aims at only understanding and reducing such language usage.

3We are thankful to one of the reviewers for suggesting this translation.
5.3. Unclear (UNC)
This tag was employed in rare instances where it was not possible to decide whether the text is GEN or NGEN. It was not included in the final tagged document. It only served as an intermediary tag for flagging really ambiguous and unclear instances. For the sake of clarity and removing ambiguities in the annotation guidelines, an additional set of guidelines were formulated (as a result of discussion with the annotators). They are reproduced in the following sections.

5.4. General Instructions
The task relates to figuring out the ‘intentionality’ of the speaker (as manifested in the language used by her/im). You need to figure out if, something that is being said,

• arises out of an inherent bias of the speaker or
• an acceptance of that bias or
• propagates the bias (knowingly or unknowingly) or
• endorses the bias (again intentionally or unintentionally; or covertly or overtly)

The task could be approached by looking at the text and trying to figure out if it

• attacks the victim because of/by referring to her/his gender (includes homophobic and transgender attacks) or
• includes attack against the victim owing to not fulfilling gender roles assigned to them or fulfilling the roles assigned to another gender

5.5. Attack against Women
Gendered does NOT mean any attack against women; it will be gendered only when the attack is BECAUSE of someone being a woman (or a man or a transgender or any of the countless gender identities). For example,

1. @KaDevender भडवा है साला खलिस्तानी और पाकिस्तानी एजेंट है और ये पाकिस्तानी स्लीपर सेल की मंत्र है यहाँ खप के बेठी है किसी दिन बद बांध के कुट जाएगी और हजारो बेगुनाहो की जान लेगी ..विदेशी हिंदू के मारने वे तालीम को अभी बजाती है ..आप का पुजार

2. मेयर मामेरी भडवां है छाला खलिस्तानी और पाकिस्तानी एजेंट है और ये पाकिस्तानी स्लीपर सेल की मंत्र है यहाँ खप के बेठी है किसी दिन बद बांध के कुट जाएगी और हजारो बेगुनाहो की जान लेगी .. एजेंट हिंदू के मारने वे तालीम को अभी बजाती है .. आप का पुजार

4One of our reviewers suggested that it might be a useful tag to retain in the final dataset. We would like to clarify that we had a rather long discussion about the need for retaining this tag. It was decided that if a substantial number of instances were tagged by the annotators as ‘UNC’ then we may retain it. However, only 8 - 10 instances were annotated with this tag. Therefore, those cases were resolved via discussion among the annotators and the project staff instead of creating another tag, which has a negligible proportion in the dataset.

---

5.6. Jokes
One of the tests employed for resolving if a joke was gendered or not was to see if the gender of the target of the joke is changed, then the joke still works or not. If not, then it rests on some kind of gender bias. For example

1. Teacher: ‘शीला कपडे पहन चुके हैं’ भी ‘ईस वाक्य को अपनी भाषा में बोलो! Student -: भेंटेकेद लेट हो गए !!!!!

Teacher: ‘Sheela had already worn her clothes’ say this sentence in your own language. Student :-: Fuck, we are late!!!!!

It is ‘Gendered’ since the joke will not work for other gender

5.7. Satire/ sarcasm
A lot of times, for the lack of complete context, it was not clear if a comment was satire / sarcasm or not. Such unclear instances were initially tagged ‘Unclear’ and later a decision was arrived at through discussion among the annotators and, if required, based on voting. For example,

1. “Jithna dethe hein is d Benchmark for Jithna lena hai... - A Father (of Daughters and a Son) #Dowry #Jehaz #Shukrana #Nazrana #weddingideas #weddingseason #wedding #wedding-dress #weddinggift”

The amount that we give is the benchmark

The idea expressed by the father in the above example is the dowry amount given by the bride’s family works as the standard for accepting dowry when the son gets married. It could be a serious justification of dowry or a satirical take on those who accept dowries stating this reason. One of the ways of resolving such cases might be to look at hashtags and try to see the intention of the speaker. In this case, #Shukrana, #Nazrana etc seems to carry positive connotations. Also the tweet itself may look like a justification for dowry.

---

He is a bastard, a Khalistani and Pakistani agent and she is a member of the Pakistani sleeper cell. She is hiding here and will jump with bomb any day and kill thousands of innocent people...she appreciates the killing of innocent Hindus .. your sucker
5.8. Poetry / shayari
If the intent was not clear in case of poetry then it was marked ‘Unclear’ and was later resolved using a majority voting. However, in other instances, it was marked as perceived by the annotators. For example,

1. निषटकर छँडों में छुपने लगा शायद मैं ने जो छुपा लिया उसको मुझको छुपने लगा शायद मैंने जब आगोश में भर किया उसको मुझसे जलता है तेरा शानदार शायद... मैं जो इंक कर लिया है उसको #साहित्य #छूटी के #हिंदी _ #शैयर_ #शायदनिधि

She hid herself in her bangles probably, when I kissed her, it started to prick me when I hugged her, your bangle is envious of me probably because I made love to you.

2. Ranuu goo Ranuu Lagboo tmr Karr Nunuu?? Himesh Salmann nakii Sonnu??

“oh Ranu! who’s penis do you want? Himesh Salman or Sonnu??

In (1), the poetic verse is romantic in nature and talk about lovemaking. Such expressions can be gendered and express misogyny if they clearly represent lack of consent. Because the axis of consent is not clear here we do not mark it as Gendered. (2), however, is clearly gendered, despite being in verse (not really poetry, though) since the imagery of sex and sexual violence is unnecessarily invoked for attacking the victim.

5.9. Figuring out tacit intentions/underlying bias
In some cases, at the surface, speakers may seem to be speaking against a biased practice/behaviour but the arguments given by her/him may not actually be questioning those biases itself and might even be creating another kind of bias. Let us take a look at the following examples,

1. @aajtak @News18India @sdtiwari Time has come that a debate on #Dowry should be organised on highest level. it is absolutely essential to abolish #Dowry from Hindu Society. A honest hard worker can’t manage to satisfy Groom’s demand, particularly when #Bride is highly educated.

2. Don’t Support #Dowry at all .Thre is no point to start a rïtnshp on exchange of Bt also nd to tch society ,all failed marriages rnt due to #Dowry .So stop mmng every broken marriage as #FakeCases_498A_DV_125_377_376 Real sufferers nvr gts justice,help them stop misuse of #laws

3. So according to you protesting against molestation is a crime ? Sir Don’t you have any daughters or sister? #BHU_लातीवार्ज #bhu_molestation

4. When a thousand years old #Hindu tradition was followed in #Kerala then Muslims came forward to say that it oppresses women’s freedom, even Hindu Women” themselves says that they don’t want to enter #Sabrimala & respect the traditions! #IslamExposed https://twitter.com/theshkindoctor13/status/1113435724269981696 ...”

5. भेनचोद ये गुलाबी पैट कोन पहनता है वे
FUCK man, who wears a pink trouser?

6. हम देश वासी जवानों के लिए #Abhinandan करते हैं, अब हम सबको मिलकर #SpecialStarus4Jawan सुमित्रित करना होगा. जो अपने जीवन जोखिम में डालकर देश की रक्षा कर रहा, खुद को देश के लिए समर्पित कर दिया है, उसके लिए यह तो होना ही चाहिए. जवानों को #Dowry Act से बाहर करो @ ani @ dna @ aajtakpic.twitter.com/ezmFDxzXQ

We the people of this nation #Abhinandan (welcome) the victory of our soldiers. Now we all should ensure a #SpecialStarus4Jawan. The one who is protecting our country by endangering their lives, has donated his life for the cause of the nation, this should definitely be done for him. Exempt soldiers from #Dowry Act.

In tweet 1 and 2, the dissatisfaction is because of the inability to afford the demands (and not because the ‘demand’ itself is discriminatory and biased). Its a financial argument for an inherently ‘gender’ issue since only women are supposed to give dowry. It also creates a distinction between ‘educated’ and ‘uneducated’ girls, thereby, implying that it is okay for uneducated girls to pay dowry. This creates another bias (which clearly doesn’t exist for the other gender). Thus, even though the comment seems to be opposing a gendered practice like dowry; it doesn’t actually oppose the underlying bias in a practice like this. While (3) looks like a support for protest against molestation, it reinforces the stereotype of women as sisters and daughters. Also molestation is a crime and it doesn’t have to do anything with whether there are other women in someone’s life or not. On the face of it, (4) may look like a religious comment. However, an underlying attempt is made here to present a gender issue as a religious issue. The speaker supports a practice which is biased against a specific gender (and religion is used as a smokescreen for propagating that bias). (5) reinforces the stereotypical gender associated with the use of a particular colour by a particular gender. (6) Puts gender issues vis-a-vis army which is not at all relevant or comparable and favours a certain kind of preferential treatment based on job. It supports dowry in certain cases (since dowry is not considered a gendered act by the speaker).
1. @USER This game sucks donkey balls

2. bitch calm down you pussy when yo ppl ain’t around

3. अबे ओ अपनी बहन से पैदा ... today ..!!
(1) describes a biased situation. However there is no evidence to show that the speaker also endorses it. As societal structure). For example, problems they are facing (because of the patriarchal to figure out the cases of blaming the victim for the girls or the girls’ side that are attacked - it is important in a lot of cases of discussion around gender, it is the girls or the girls’ side that are attacked - it is important to figure out the cases of blaming the victim for the problems they are facing (because of the patriarchal societal structure). For example,

1. #DAHEZ LDKIYO K MAA BAAP HI DETE HAI, JB KOI V CHEEZ AISE HI MIL JAAYE TO LOG Q NAA LE. AB MERE SAATH HI HAI MAI JISSE PYAR KRTA HU USKI SAADI 1 GOVT. JOB WAALE SE HO RHI H AND THEY ARE TAKING #DOWRY. BUT I AM AGAINST DOWRY, I JUST WANT HER ONLY. But govt. Job is in b/w

Dowry is gifted by the bride’s parents only. When something is received without a price then why shouldn’t one take it? Now look at my case. The one I love is getting married to a government employee and they are taking #DOWRY. BUT I AM AGAINST DOWRY, I JUST WANT HER ONLY. But govt. Job is in b/w

In this tweet, the speaker asserts that he is against dowry. However he still blames the parents of the girls for this kind of practice and at the same time also absolves the boys of any responsibility. Such cases of victim blaming is gendered.

5.12. Description of an event / fact

Describing a gendered act / incident / practice does not make the text gendered. In such cases, it will be considered an homosexual act. The abuses used in (4) and (5) evoke sexual imagery and are used for attacking someone, hence, gendered. In (6) the abuse is just an exclamation marker and therefore, not directed towards anyone. As such it is not gendered because of the use of this abuse (but see above for description of what makes it gendered).

Even though there is no direct attack in (1), the abuse here arises out of an understanding about what is considered an homosexual act. The abuses used in (3) show the biased and misogynistic outlook of the speaker. Even though the attack is not because of the gender, it carries the connotations of attack against a specific gender as it reinforces the role of women as sexual objects. At the same time it propagates the stereotypical ideas of honor, masculinity, etc. Abuses like those in (4) and (5) evoke sexual imagery and are used for attacking someone, hence, gendered. In (6) the abuse is just an exclamation marker and therefore, not directed towards anyone. As such it is not gendered because of the use of this abuse (but see above for description of what makes it gendered).

5.11. Victim blaming

In a lot of cases of discussion around gender, it is the girls or the girls’ side that are attacked - it is important to figure out the cases of blaming the victim for the problems they are facing (because of the patriarchal societal structure). For example,

1. #DAHEZ LDKIYO K MAA BAAP HI DETE HAI, JB KOI V CHEEZ AISE HI MIL JAAYE TO LOG Q NAA LE. AB MERE SAATH HI HAI MAI JISSE PYAR KRTA HU USKI SAADI 1

(1) describes a biased situation. However there is no evidence to show that the speaker also endorses it. As
such even though the situation being described is gendered, the tweet itself is not. (2) doesn’t question the gender bias in the dowry system and acts as an underlying support for dowry. Irrespective of who pays the dowry to whom – its always biased against a specific gender. Since the speaker seems to be endorsing this view, it is gendered. In (3) even though it may look like the description of a practice, the underlying intention of the speaker is to support and justify the practice of dowry by giving a parallel example from a different context. (4) is presented as a covert support for the dowry system, which puts one specific gender in a very disadvantageous position and as such the tweet itself is gendered as well. In (5) even though the incident being described is gendered, the tweet is not a support for that. Thus, it will not be gendered.

5.13. Mixed bias
In some cases, gender bias might be mixed with other kinds of biases (like religious or regional). These cases, are marked as gendered. For example,

1. Arnab @republic is visibly anti ChristoROPcom-mieFascists. But the #MeToo / Libtard women hv wrapped him in their fingers. So in their appeasement he took anti Hindu stand on #Sabri-mala . Appeased LGBTQ during Section 377. Vilified the accused in #MeToo b4 Court Trial. In this case, religion seems to be the locus of attack. However, it attacks a lot of other instances of support for non-male rights, hence, biased for a specific gender.

5.14. Other Ambiguities
Let us take a look at the following examples -

1. http://chng.it/DPFHRS9B4T. Please sign this petition. For men and their families falsely accused in #DomesticViolence, dowry and #498a by leeching women, there are no laws to give them a fair trial and no laws to punish leeching women. #MenCommission and #GenderEquality in laws needed.

2. Next surgical strike she along with her entire terror-rist clan shd be dropped in #Napakistan #Disgusting she is. She also orchestrated fake #Asifa narrative. Shameless ppl dance on dead bodies..

3. Should we go for GENDER INJUSTICE here? #sabrimala was the same But as I respect my re-ligion and its beliefs i fully support this ritual and i am fully satisfied with whatever rule is imposed. Jay matadi

(1) is a call to punish those who misuse the law and so apparently promoting gender equality. However, when it is accompanied by a call to form a men commission, it seems to be ignoring and undermining the issues that a woman faces. There are several laws that are mis-used by several people - however this is the one law intended to protect the women that causes the maximum uproar. However, having said this, the intention of the speaker does not seem to be biased. In such cases, the annotators may annotate based on their intuition on case-by-case basis or mark it as ‘unclear’ so that annotations by multiple annotators may be taken. In such cases, they must also include a comment describing the ambiguity. In (2), the question to settle is this – is the criticism BECAUSE the person being criticised is a man / woman or the criticism is directed somewhere else? In this case, the criticism doesn’t seem to be directed at gender. However bringing in #Asifa and calling it fake shows a gender bias. Such cases also have to be handled as mentioned above. In (3), the stand taken by the speaker is not clear here and as such may be marked unclear

6. Annotation of the Dataset
The annotation was carried out by a total of 4 annotators - two among these were speakers of all the three languages - Bangla, Hindi and English, while the other 2 did not speak Bangla. All the annotators were either pursuing or completed a higher degree in Linguistics and expected to have a centrist or left-leaning political orientation. Each of the instances in the dataset was annotated by 2 annotators and in case of disagreement, third annotation was taken/resolved through discussions and deliberations. The issues that we face in annotation occur due to different level of understanding of the language in question or personal prejudices and bias over interpretation and so on. Basically, it involves the differing worldview of many individuals. The process of continuous discussions and sensitisation (especially towards gender issues) among the annotators helped us in taking care of different worldviews of the annotators and also ensuring that they share largely similar values while annotating. However, we also took care not to influence the annotations via each other’s perspective as in tasks like these, it is necessary that annotators are not given strict guidelines for annotation and keep the option open for their own interpretation. Notwithstanding the personal interpretations, there were occasions where reaching a consensus was hard in this task. As the task involved more than one individuals, the inter-annotator agreement experiments and subsequent discussions helped the annotators in getting acquainted with each other’s perspectives and worldviews and ensuring that a largely uniform annotation process of followed. Krippendorff’s kappa coefficient is used to measure inter-annotator agreement which turns out to be 0.75. Although, in about 75 per cent or more cases the tags were unanimous, some data required special attention as different individuals tagged those cases differently. In such cases a three-way process was developed in the course of deliberations. This process is as follows,

1. Countereexample method is used to test the comment: The annotators were given countereamples to argue against their stand on specific instances.
2. Annotators’ vote are examined: All the collaborators joined in conference to deliberate over the data in question. Independent members were also consulted in the process to get a different view. Native speakers took part to disambiguate examples or provide explanations for parts not understood. Finally, a vote on the most relevant interpretation was carried on to reach a consensus.

3. UNC Tag: Instead of marking questionable data with GEN or NGEN, at times a less stringent approach was taken up. In this the annotators were asked to mark such data either as UNC or keep them untagged for a discussion later. This helped immensely in the smooth and timely flow of the annotation process, while a resolution was achieved later through discussion.

7. The Final Dataset

The final dataset contains a total of over 25,000 comments in the 3 languages - Hindi, Bangla and English. Figure 1 shows the share of data in each language. Overall, almost 3,000 (over 11%) are gendered/misogynistic and more than 23,000 are non-gendered. The proportion of gendered comments in Hindi, Indian Bangla and Hindi-English code-mixed comments hovers around 10 - 15%, while in English it is just around 4%. A language-wise break-up and comparison is given in Figure 2.

Figure 2: Misogyny in the Dataset

Figure 3: Aggression in the Dataset

The share of aggressive (taking together both overtly and covertly aggressive comments) comments in the dataset is around 45% of the total annotated dataset in Hindi and Indian Bangla, while it is around 20% in English. These are similar to what was reported in (Kumar et al., 2018b). We also took a look at the co-occurrence of aggressive and gendered comments to see if most of the gendered/misogynous comments are also generally aggressive or not. Overall, it turns out that over 80% of the gendered comments are also aggressive; on the other hand, less than 30% of non-gendered comments are aggressive. These results shows that misogyny may be strongly correlated with aggression and even though a substantial proportion of non-gendered comments are also aggressive (in our dataset), a much larger proportion of gendered comments are aggressive. A language-wise break-up of proportion of aggression in gendered as well as non-gendered comments are given in Figure 4 and Figure 5.

8. Baseline Misogyny Classifier

Using a subset of the annotated dataset, we trained Support Vector Machine (SVM) for automatic identification of misogyny in Hindi, Bangla and English (in 2. Annotators’ vote are examined: All the collaborators joined in conference to deliberate over the data in question. Independent members were also consulted in the process to get a different view. Native speakers took part to disambiguate examples or provide explanations for parts not understood. Finally, a vote on the most relevant interpretation was carried on to reach a consensus.

3. UNC Tag: Instead of marking questionable data with GEN or NGEN, at times a less stringent approach was taken up. In this the annotators were asked to mark such data either as UNC or keep them untagged for a discussion later. This helped immensely in the smooth and timely flow of the annotation process, while a resolution was achieved later through discussion.

7. The Final Dataset

The final dataset contains a total of over 25,000 comments in the 3 languages - Hindi, Bangla and English. Figure 1 shows the share of data in each language. Overall, almost 3,000 (over 11%) are gendered/misogynistic and more than 23,000 are non-gendered. The proportion of gendered comments in Hindi, Indian Bangla and Hindi-English code-mixed comments hovers around 10 - 15%, while in English it is just around 4%. A language-wise break-up and comparison is given in Figure 2.

Figure 1: Languages in the Dataset

Almost half of these comments in Hindi, Indian Bangla and English are also annotated for 3 levels of aggression. A language-wise break-up and comparison of aggressive comments in the dataset is given in Figure 3.

Figure 2: Misogyny in the Dataset

Figure 3: Aggression in the Dataset

The share of aggressive (taking together both overtly and covertly aggressive comments) comments in the dataset is around 45% of the total annotated dataset in Hindi and Indian Bangla, while it is around 20% in English. These are similar to what was reported in (Kumar et al., 2018b). We also took a look at the co-occurrence of aggressive and gendered comments to see if most of the gendered/misogynous comments are also generally aggressive or not. Overall, it turns out that over 80% of the gendered comments are also aggressive; on the other hand, less than 30% of non-gendered comments are aggressive. These results shows that misogyny may be strongly correlated with aggression and even though a substantial proportion of non-gendered comments are also aggressive (in our dataset), a much larger proportion of gendered comments are aggressive. A language-wise break-up of proportion of aggression in gendered as well as non-gendered comments are given in Figure 4 and Figure 5.

8. Baseline Misogyny Classifier

Using a subset of the annotated dataset, we trained Support Vector Machine (SVM) for automatic identification of misogyny in Hindi, Bangla and English (in
the Indian context). The statistics of dataset used for training and testing is given in Table 3. We experimented with different combinations of word (uni, bi and tri) and character (2 - 5) n-grams as features. We carried out a 10-fold cross validation and also experimented with the C-value of SVM ranging from 0.001 to 10. The best performing classifiers, along with their performance for each of the three languages is summarised in Table 4.

<table>
<thead>
<tr>
<th>LANGUAGE</th>
<th>GEN</th>
<th>NGEN</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
<td>828</td>
<td>3,156</td>
<td>3,984</td>
</tr>
<tr>
<td>Bangla</td>
<td>871</td>
<td>2,955</td>
<td>3,826</td>
</tr>
<tr>
<td>English</td>
<td>393</td>
<td>3,870</td>
<td>4,263</td>
</tr>
</tbody>
</table>

Table 3: Training and Testing Dataset

<table>
<thead>
<tr>
<th>Language</th>
<th>Character n-gram</th>
<th>Word n-gram</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
<td>3</td>
<td>3</td>
<td>0.87</td>
</tr>
<tr>
<td>Bangla</td>
<td>6</td>
<td>NA</td>
<td>0.89</td>
</tr>
<tr>
<td>English</td>
<td>2</td>
<td>NA</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 4: Baseline Classifier Result

As is evident from this, character and word n-grams prove to be quite a strong baseline, which achieves an f-score close to 0.90 for Hindi and Bangla and for English it achieves an impressive score of 0.93.

9. Summing Up and the Way Ahead

In this paper, we have discussed the development of a multilingual corpora in Hindi, Bangla, and English, annotated with the information about it being gendered or not. The total corpus consists of more than 25,000 comments from different YouTube videos annotated with this information. The dataset has been made publicly available for research purposes. We also trained a baseline classifier on this dataset which gives a high f-score of over 0.87 for Hindi, 0.89 for Bangla and 0.93 for English dataset. We are currently working on expanding the dataset to include data from other platforms and domains and then test the classifier to see how well it performs across different kinds of dataset. Our goal is to have a dataset of at least 50,000 comments/units in each of the three languages and develop a multilingual classifier that can work reasonably well for different platforms/domains in automatically detecting misogyny over social media.
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